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Preface

The International Scientific and Technical Conference “Integrated Computer Technolo-
gies in Mechanical Engineering”—Synergetic Engineering (ICTM) was established by
the National Aerospace University “Kharkiv Aviation Institute.”

The Conference ICTM’2023 was held in Kharkiv, Ukraine, during December 2023.
During this conference, technical exchanges between the research communitieswere car-
ried out in the forms of keynote speeches, panel discussions, as well as special sessions.
In addition, participants were treated to a series of receptions, which forged collabo-
rations among fellow researchers. ICTM’2023 received 202 papers submissions from
different countries.

All of these offer us plenty of valuable information and would be of great benefit to
the experience exchange among scientists in modeling and simulation. The organizers of
ICTM’2023made great efforts to ensure the success of this conference.We herebywould
like to thank all the members of ICTM’2023 Advisory Committee for their guidance and
advice, the members of program committee and organizing committee, and the referees
for their effort in reviewing and soliciting the papers, and all authors for their contribution
to the formation of a common intellectual environment for solving relevant scientific
problems. Also, we are grateful to Springer-Janusz Kacprzyk and Thomas Ditzinger as
the editor responsible for the series “Lecture Notes in Networks and Systems” for their
great support in publishing these selected papers.
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Statistical Analysis of Airplane Pressure
Altitude Datasets

Ivan Ostroumov(B)

National Aviation University, Liubomyra Huzara Avenue, 1, Kyiv 03058, Ukraine
ostroumov@ukr.net

Abstract. Pressure altitude is primary data for airplane vertical positioning.Mod-
ern air transportation system uses flight leveling system based on pressure altitude
readings. This altitude is calculated by a hypsometric equation based on Interna-
tional Standard Atmosphere model from measured static pressure data at altitude
of airplane location. Pressure altitude on board heavy airplanes is measured by an
Air Data System and shared with other airspace users and ground facilities of Air
Traffic Control with a specific data link. Different errors affect reading of pressure
altitude. In the paper, we provide a statistical analysis of pressure altitude data to
create an error model. We consider usage of Probability Density Functions (PDF)
to analyze error distribution. A Triple Univariate Generalized Error Distribution
(TUGED), Double Exponential PDF (DEPDF), normal PDF (NPDF), and kernel
PDF (KPDF) are used in statistical data analysis. In the numerical demonstration,
we use pressure altitude data fixed by Flight Data Recording System to analyze
PDF and estimate probabilities (risks) of cleared flight level loss.

Keywords: Air Navigation · Pressure Altitude · Statistical Analysis · Air Data
System · Data Processing · Safety · Aviation

1 Introduction

Operation of modern air traffic system is grounded on some criteria of efficiency from
one side and insuring minimal levels of flight safety from another one. Air transportation
uses a network of flight routes to perform traffic control safely [1]. Airspace users enter
this network at the final point of Standard Instrument Departure (SID) procedure. This
network includes waypoints and linear edges between two nearest nodes [2]. Airplanes
are moving in the network by a sequence of waypoints. The sequence of waypoints to
be used is specified in the flight plan. Flight plans have to be submitted to the aviation
authority before any take-off. Civil aviation authority proceed with all submitted flight
plans taking into account forecasted weather distribution to manage traffic flows based
on criteria of safety.

To manage applied traffic on the edge between each pair of waypoints a vertical
separation is used [3, 4]. Values of vertical separation specify flight level (FL). Air traffic
controller specify for each airspace user a particular FL to ensure minimum separation
levels that make air traffic flow safely. Flight levels are grounded on pressure altitude
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counted fromMean Sea Level (MSL). A pressure altimeter is used on-board an airplane
to measure altitude and for maintaining a cleared flight level.

Primary surveillance radars are used as the main surveillance sensor on the side
of the air navigation service provider [5, 6]. However, there are no sensors that can
measure pressure altitude remotely outside the airplane. Readings of pressure altimeter
are transmitted automatically downside by digital data link in Automatic Dependent
Surveillance-Broadcut (ADS-B) or by information message of secondary surveillance
radar [7, 8]. Received pressure altitude values are used for air traffic control (ATC). ATC
uses raw altitude data without any data processing or improvements in visualization.

On-board pressure altimeter sensor is working under influence of vary of fac-
tors which can reduce performance significantly. In addition, each sensor provides
measurements with errors.

Pressure altimeter uses a hypsometric equation to calculate altitude by measuring
value of static pressure at the point of airplane location. Static pressure depends on
parameters of atmosphere that could fluctuate with weather changes [9, 10]. Atmo-
sphere fluctuation covers significant airspace volumes [11]. However, the same weather
influence within particular airspace readings of static pressure in different airplanes pro-
vides a small influence on relative altitude between airspace users, which supports safe
air traffic.

Pressure altimeter is widely used in Unmanned Aerial Vehicles (UAV) to control
altitude [12, 13]. In low-range UAV pressure altitude data is used in reference to pressure
altitude at ground level to obtain reference altitude to the ground.

Wide range of sensor operational limits, simple structure, and low cost make a
pressure altimeter present in the equipment list of any fly vehicle [14, 15]. Also, pressure
altimeter could be referred to the primary altitude measuring system on-board. A set of
altitude data gives a vertical profile of airplane flight and could be used in a variety of
applications. Vertical profile is useful for automatic flight phase identification algorithms
of automatic flight control systems [16, 17]. Pressure altitude is calculated frommeasured
static pressures in a computation unit based on a set of sensors, that makes action on the
reliability analysis of a total system [18, 19].

In the paper, we provide a statistical analysis of pressure altitude data and develop
software for accumulated data proceeding of airplane altitude data based on multiple
flight realizations of unique flight connection. Software could be useful to estimate a
parameter of probability density function that could be used to create a model of sensor
errors. Also, software provides an estimation of a confidence band for altitude based on
a predefined value of evidence.

2 On-Board Equipment

There are different configurations of pressure altimeter installation. Some of them could
be fully mechanical based on aneroid box (small gas camera with constant pressure) and
mechanical circles to rotate arrows that point to particular values of MSL altitude in a
circular scale. A mechanical instrument for pressure altitude measurements is mostly
used in general aviation. Also, there are some mechanical instruments which include
some electrical sensors to transform mechanical forces acting on an aneroid box to elec-
trical signals. A resistance electrical scheme is used to transformmechanical variation to
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the range of voltage in two wires. Unfortunately, precision of aneroid box into pressure
variation could not give the best pressure readings.

Most heavy airplanes use an Air Data System (ADS) for measuring all parameters
which correspond to the airflow. A common ADS interconnection scheme is shown in
Fig. 1. ADS uses specific static pressure ports to grab part of air and move it by hermetic
tube system to the sensor unit. Due to airplane maneuvering, airflow could apply to
the body of airplane at different angles. In particular scenarios, some part of dynamic
pressure could be caught by air static ports. In order to reduce influence of dynamic
pressure in static readings two sets of static pressure ports are used at the beginning of
fuselage on the left and right sides at the point where airflow has minimal disturbances.
Upandbottom locations havebeennever useddue to appearanceof a dynamic component
in climbing and descending phases of flight. Pressure readings are performed by a digital
sensor which measures and provides output data in binary form. ARINC 429 could be
used for digital data transferring from sensor to the central processing unit.

Right 

static 

pressure 

port

Left

static 

pressure 

port

ADS

LRU A

ADS

LRU B

Static pressure 

sensors A

Static pressure 

sensors B

Right 

pressure 

probe

Left

pressure 

probe

Total pressure 

sensor A

Total pressure 

sensor B

TAT

Sensor

AOA

Sensor

Fig. 1. Air Data System sensor connections scheme.

Also, ADS provides calculation of airspeed based on dynamic pressure measure-
ments. Pitot probes are used to catch airflow out of the compressed airflow near the
airplane body. Thus, pitot probes are moved out fuselage at some distance. A cached
portion of air is applied to total and static pressure sensors. In addition, ADS uses specific
probes to measure total air temperature (TAT) and Angle of Attack (AOA). Result of
measurements in digital form comes to the processing equipment of ADS. Two identical
ADS processors are placed in the avionics bay as typical line-replaced units (LRU). Two
sides of ADS increase reliability of parameters provided [20].
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Pressure altitude is calculated based on static pressure and international standard
atmosphere (ISA) values [21, 22]:

In case if τi �= 0.

h =
⎡
⎣

(
p

pi

)−τiR
g − 1

⎤
⎦Ti

τi
+ hi, (1)

In case if τi = 0

h = RTi
−g

ln

(
p

pi

)
+ hi, (2)

where p is a static pressure [Pa]; τ is standard vertical temperature gradient [K/km]; R
= 8314.3 is universal gas constant [J/(Kkmol)]; g = 9.8 is a standard acceleration due
to gravity [m/s2]; T is a reference temperature; i is number of atmospheric layer.

Values of parameters pi, τi,Ti, and hi in (1) and (2) depending on the altitude layer.
These parameters for three basic atmospheric layers are presented in Table 1.

Table 1. Parameters of atmospheric layers.

Atmospheric layer, i Standard
pressure,pi , [Pa]

Altitude,
hi , [m]

Reference
temperature,
Ti , [K]

Vertical
temperature
gradient, τi ,
[K/km]

1 101325 0 288.15 –6.5

2 22632 11 000 216.65 0

3 5474 20 000 1.0

Pressure altitude measurements were performed in a noisy environment. There are
two main error components: instrument and position errors [23, 24]. Instrument error
includes noise related to sensor and ADS processing equipment operation. Position error
is a result of catching some influence of total pressure in static probes. In this case, p is
not the actual static pressure required in (1) and (2). Position error depends on the place
of pitot tube and static pressure ports. To minimize influence of position error multiple
places of catching air are used. As an example, two static ports and two/three pitot probes
on different sides of airplane body are used to minimize influence of position error.

3 Statistical Analysis

During the en-route phase of flight, airplanes have to maintain a cleared FL. FLs are set
up by ISA pressure altitude. Taking into account a reduced vertical separation minimum
FL below 410FL are placed each 300 m and 600 m increment is used for FL above
410FL [25]. Each airspace user has to maintain the central altitude of each cleared FL.
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Unexpected weather action, noise, and performance of automatic flight control sys-
tem result in pressure altitude fluctuation. Statistical analysis of raw pressure altitude
data for en-route phase of flight helps to study the error model more precisely and makes
it possible to estimate the risk of cleared flight level loss which is a valuable safety
component [26]. Identification of horizontal flight could be done with a simple vertical
speed threshold or by a probability-based method of flight phase identification [27]. The
dataset of one flight usually is short for statistical analysis. We could recommend using
a database of historical flights of one particular airframe to get length enough of the
dataset.

Different sources of data could be used in statistical analysis. Data obtained by ADS-
B ground network usually is not periodic and includes multiple gaps. Data from Flight
Data Recording (FDR) System is much more useful. FDR dataset is synchronized and
may be archived with different frequencies. Also, FDR usually provides data from both
ADS LRUs separately, which gives two pressure altitude reading for each time.

Fluctuation of pressure altitude could be studied with probability density functions
(PDF). Statistical analysis of data gives PDF distribution which could be used as an error
model for particular equipment configuration.We consider a fewPDFs: TripleUnivariate
Generalized Error Distribution (TUGED), Double Exponential PDF (DEPDF), normal
PDF (NPDF), and kernel PDF (KPDF).

NPDF is described by only two parameters mean (μ) and standard deviation error
(σ ):

μ = 1

n

∑n

i=1
hi, (3)

σ =
√

1

n − 1

∑n

i=1
(hi − μ)2, (4)

where n is the dataset length.
DEPDF consists of two components: the first one describes the main lobe and the

second one controls tails:

DEPDF = α

2a1b1�(b1)
exp

(
−

∣∣∣∣
h − m

a1

∣∣∣∣
b−1
1

)
+ 1 − α

2a2b2�(b2)
exp

(
−

∣∣∣∣
h − m

a2

∣∣∣∣
b−1
2

)
,

(5)

where α is distribution coefficient; a1,2 is scale coefficient; b1,2 is shape coefficient; �

is gamma-Euler function; m is mean value.
A TUGED model uses three components represented by separate generalized error

distributions [28]. Three components of TUGED take into account sensor measuring
error, error of maintaining airplane at cleared FL, and influence of rare factors:

TUGED = αf (a1, b1, h) + βf (a2, b2, h) + (1 − α − β)f (a3, b3, h), (6)

f (a, b, h) = 1

2ab(b)
exp

(
−

∣∣∣∣
h − b

a

∣∣∣∣
b−1)

, (7)
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where α and β are weight coefficients; a is scale coefficient; b is shape coefficient.
In DEPDF and TUGED calculated by (5) and (6) specific constraints could be used

to make adequate parameter fitting: 0.5 ≤ b ≤ 1; 1 ≤ a; 0 ≤ α ≤ 1; 0 ≤ α + β ≤ 1.
During the fitting process with DEPDF and TUGED a tail component could be tuned

precisely to obtain adequate data with a small learning sample.
Also, a common KPDF [29, 30] may be used for fitting pressure altitude dataset:

KPDF = 1

nl

∑n

i=1
f

(
h − Di

l

)
(8)

where n is dataset length; l is bandwidth; f (x) is kernel; Di is i-th element of input
pressure altitude dataset.

Different kernel functions could be used as a core function. We use the Gaussian
kernel function in the following form:

f (x) = exp

⎛
⎝ −x2

2 ∫e xp
(
− x2

2

)
dx

⎞
⎠. (9)

Different PDF gives a range of results that could be applied to different types of
analysis.

4 Software

Specific software has been developed to provide statistical analysis of pressure altitude
data based on datasets provided by FDR system. Airlines use specific software for
analyzing the whole sequence of recorded parameters. This software includes decoding
and visualization tools for representation of data by each available parameter. Also,
common FDR processing software supports extraction of any parameter sequence in a
separate file. Therefore it makes sense to use a folder of extracted pressure altitude data
in separate files for each flight as input for statistical pressure altitude analysis.

Statistical analysis involves usage of big data, due to all flights datasets could be
processed together tomakePDFfittingprocess possible.A structure schemeof developed
software in C++ is presented in Fig. 2.

At the beginning of software run an input folder with datasets is analyzed to detect
a set of files to be imported. A path for input folder is specified in the menu settings.
Reading of files is based on a template of data representation. Imported data are saved in
local variables. Pressure altitude is analyzed only for en-route flight phase automatical
detected. Identified time of horizontal flight is used to cut pressure altitude data. Based
on input data we analyze an altitude of cleared FL. Cleared FL is used to calculate
deviation of current pressure altitude. Values of these deviations are stored together for
different FLs and will be used in statistical data analysis.

A histogram of airplane deviations from cleared FL could be created based on fre-
quency. Archive of airplane deviations from cleared FL is used to calculate the mean
(3) and standard deviation error (4). Coefficients of DEPDF and TUGED are estimated
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Data 
import

Flight phase 
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Data Base Visualization 
of Histogram

Calculation 
of NPDF 

parameters

Estimation 
of DEPDF 

Estimation 
of TUGED 

Estimation 
of KPDF

Risk analysis Risk analysis Risk analysis Risk analysis 

Results visualization 

Fig. 2. Structure scheme of software for statistical analysis.

based on Maximum Likelihood Method with constraints. The fitting of KPDF is based
on frequency distribution.

Coefficients of PDFs are used to estimate probabilities of airplane being out of cleared
FL. These probabilities are calculated as area below a particular model of PDF within
cleared FL perils (300 m or 600 m). Estimated risk values for DEPDF and TUGED are
going to be bigger than NPDF and KPDF due to intended PDF tail tuning.

Visualization toolbox represents a histogram of deviations from cleared FL by
plotting different PDF models.

5 Numerical Demonstration

In a numerical demonstration, we use flight data recorded by the FDR system. We use
23 realizations of one flight connection performed with the unique regional airplane An-
140 during September-October 2007. The full data set includes about 0.27 × 106 data
points. For all flights, FL 130 was cleared level. After detecting en-route phase of flight
total size of data was about 0.16 × 106 points. FDR provides pressure and reference
to aerodrome altitudes from both ADSs. It gives two pressure altitude measurements at
each second of flight.

Pressure altitudes fluctuation at en-route phase of flight for one flight from both
ADSs are presented in Fig. 3. A histogram of pressure altitude fluctuation at en-route
phase for one flight is presented in Fig. 4 with a bin width of 5 m.

Results of statistical data processing for total dataset which include 0.16 × 106 data
points for en-route are represented in Fig. 5. Fitting gives the following results:

NPDF: μ = −0.18 m; σ = 9.29 m;
DEPDF: α = 0.3; m1 = 0.59 m; m2 = 0.01 m; a1 = 2.6; a2 = 14.4;b1 = 0.5;

b2 = 0.5;
TUGED: α = 0.45; β = 0.45; m1 = 0 m; m2 = 0 m; m3 = 0 m; a1 = 30;

a2 = 10;a3 = 2; b1 = 0.5; b2 = 0.5;b3 = 1.
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Fig. 3. Pressure altitude fluctuation at an en-route phase of flight.

Fig. 4. Histogram of pressure altitude fluctuation at an en-route phase of flight.

ADS for this class of airplanes gives data with a scale of two meters. That makes a
histogram with 1 m bin width space distributed. Statistical analysis with KPDF with 1 m
bin width is tension to scale of represented data. Fitted KPDF are fluctuate periodically
within the study range of pressure altitude.
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Fig. 5. Results of statistical analysis.

Results of fitting with DEPDF have an identified main core and tails. TUGED pro-
vides results with especially increased tails which may help for cases of small learning
samples, because rare events may not be appeared during the finite sample length.

Based on estimated PDFs (NPDF, DEPDF, TUGED, and KPDF) we could estimate
the risk of flight level loss. We could use ±100 m for perils to estimate the probability
of airplane being out of cleared FL. These probability values could be estimated as an
area under PDFs in the range from –∞ to left perils plus an area in the range from right
peril to +∞.

Results of probability (risk) estimation for the case of cleared FL loss is following:

– TUGED: P(−100 < h > 100) = 1.2 × 10−6;
– DEPDF: P(−100 < h > 100) = 1.1 × 10−7;
– NPDF: P(−100 < h > 100) = 3.4 × 10−27.

Obtained results admit possibility to use TUGED and DEPDF analysis for risk
estimation related to factors acting into pressure altitude.

6 Conclusions

Pressure altitude is an important parameter of air traffic safety. Altitude readings from
standard pressure isobaric level is a simple approach to organizing safe air traffic flow
with insuring minimum vertical separation. Vertical separation minimum is developed
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based on errors of pressure altitude sensor to ensure safe maintenance of cleared flight
levels. Pressure altimeter is affected by different errors action that results in fluctuation
of pressure sensor readings. Statistical analysis of pressure altitude during an en-route
phase of flight makes it possible to identify confidence bands for particular equipment
used on-board of airplane.

Results of statistical analysis indicate about perspective to use DEPDF and TUGED
to analyze errors action on static pressure sensors in readings of pressure altitude. ADS-
B data could not be considered as input for statistical analysis due to the low length of
the dataset. Data fixed in the flight data recorder system includes readings of both ADSs
that gives two datasets with a high frequency of updating for pressure altitude statistical
analysis.

Results of pressure altitude statistical analysis give probabilities of airplane being
out of cleared flight level. Numerical demonstration gives a risk of flight level loss at
levels of 1.2× 10−6 for TUGED and 1.1× 10−7 for DEPDF. Obtained results could be
useful in safety analysis based on equipment type and for error clusterization.
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Abstract. The nonlinear bending vibrations of the cracked beams are studied.
The beam structure has two breathing cracks, which are described by two con-
tact parameters. The nonlinear beam vibrations are described by finite degrees of
freedom nonlinear dynamical system, which are derived by using the Galerkin
technique. The numeric continuation method is implemented to study the nonlin-
ear forced vibrations of beams. The bifurcation behavior of forced vibrations is
analyzed numerically. The period- doubling bifurcations and the Naimark-Sacker
bifurcations of the cracked beam are analyzed.

Keywords: nonlinear bending vibrations · cracked beam · bifurcation behavior

1 Introduction

The dynamic features of the structures with cracks are used frequently to perform the
nondestructive testing. The sensitive of the cracked structure oscillations to the parame-
ters of defects is applied in this testing. The cracks parameters can be obtained from the
oscillations of cracked structure [1, 2], which are nonlinear. Several efforts were carried
out to analyze this problem. The partial differential equation of the cracked beam oscil-
lations are derived in [3]. The partial differential equations of cracked beam motions are
transformed into the system of the ordinary differential equations by the Galerkin tech-
nique [4]. The partial differential equations of the beam with cracks motions are derived
from a variation method in [5, 6]. The parametric vibrations of the beam with crack are
analyzed in [7]. The nonlinear normal modes of beams with crack are considered by
Chati with co-authors [8]. The nonlinear oscillations of cracked beam are considered
by Caddemi with co-authors [9]. The nonlinear oscillations of the cracked beam satisfy
the system of the partial differential equations with delta function [10]. The rotor with
crack is considered in the paper [11]. The geometrical nonlinear vibrations of beam with
open crack are considered by Bikri and co-authors [12]. The oscillations of the cantilever
beam with two cracks are analyzed in [13]. Chaotic motions are observed as a result of
periodic-doubling bifurcations.
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The bending vibrations of the beam with two cracks are considered with simply
supported boundary conditions. The beam oscillations with the breathing crack are
described by the partial differential equation with contact parameters. The finite degrees
of freedom nonlinear system is obtained by expansion of the beams motions using the
structure eigenmodes and the Galerkin technique. The continuation numerical algo-
rithm is used to study the bifurcations of nonlinear periodic oscillations. The periodic-
doubling bifurcations and Naimark- Sacker bifurcations are detected numerically to
analyze sub-harmonic vibrations and almost periodic motions.

2 Equations of the Structure Oscillations

The nonlinear oscillations of the flexural beamwith rectangular cross section and breath-
ing cracks are considered. The breathing crack has nonlinear properties, i.e. it opens and
closes. The Euler beam theory is used to obtain the mathematic model of the structure.
The beam material satisfies the Hooke’s law. The structure vibrations are described by
the partial differential equation [14]:

E0I0

{[
1 −

2∑
i=1

bi γiδ(x − x0i)

]
u′′
XX

}//

XX

+ mü = p(x, t) , (1)

where δ(x − x0i) is delta function; x0,1; x0,2 are cracks locations coordinates; γi is param-
eter of the damage intensity;B = (b1, b2) are parameters of the contacts, which describe
the breathing of the crack; u is flexural displacements; p(x, t) is external distributional
force; m is distributed mass; E0I0 is bending stiffness of the undamaged beam.

Fig. 1. Cracked beam with simply-supported boundary conditions

The left defect and the right one (Fig. 1) are indicated by C and D. If the parameter
bi = 1, then open crack is observed. The close crack is observed, if bi = 0. The parameter
u′′
xx is used to indicate the breathing of crack. Then the crack opening and closing satisfy
the following relations: {

u′′∣∣
x=x0,i

> 0 ; bi = 1 ;
u′′∣∣

x=x0,i
< 0 ; bi = 0 .

(2)

Four types of the cracked beammotions are consideredwith respect to the parameters
bi.
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b1 = 0; b2 = 1; the defects C and D are closed and opened, respectively;
b1 = b2 = 0; both defects C and D are closed;
b1 = 1; b2 = 0; the defects C and D are opened and closed, respectively;
b1 = b2 = 1; the defects C and D are opened.
The cracked beam oscillations are described by finite degree of freedom piecewise-

linear dynamical system. Phases of the beam motions are described by the set of contact
parameters (b1, b2). These phases eigenmodes are indicated byW (i)

b1,b2
(ξ); i = 1, 2, .....

The beamwith two closed cracks has the eigenmodeW (i)
0,0(ξ) = sin(iπξ), where ξ = x

L ;
L is length of the beam.

The Galerkin technique is used to transform the partial differential Eq. (1) into
the finites degree of freedom piecewise-linear dynamical system. Then the following
expansion is used:

u(ξ, t) =
NC∑
i=1

qi(t)�i(ξ) , (3)

�i(ξ) = (1 − b1)b2W
(i)
0,1(ξ) + (1 − b1)(1 − b2)W

(i)
0,0(ξ) + b1(1 − b2)W

(i)
1,0(ξ)+

b1b2W
(i)
1,1(ξ) .

The finite degrees of freedom piecewise-linear dynamical system is derived as:

NC∑
i=1

[
Mji(q) q̈i + Rji(q)qi

] =p̃j(t) ; j = 1, ...,NC (4)

where

p̃j(t) =
1∫

0

p(ξ, t) �j(ξ)dξ ;Mji(q) = m

1∫
0

�i(ξ)�j(ξ)dξ

Rji(q) = E0I0
L4

1∫
0

{[
1 −

2∑
ν=1

bνγνδ(ξ − ξ0ν)

]
�i

′′(ξ)

}
′′�j(ξ)dξ ;

q = (
q1, ..., qNC

)
are generalized coordinates; ξ0ν = x0ν

L . The elements of the matrix
Rji(q) are obtained as:

Rji(q) = ω̃2
i m

1∫
0

�i(ξ)�j(ξ)dξ , (5)
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where ω̃i are the beam oscillations eigenfrequencies. The integrals
1∫
0

�i(ξ)�j(ξ)dξ

are calculated as:

1∫
0

�i(ξ)�j(ξ)dξ =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫ 1
0 W (i)

0,1W
(j)
0,1dξ ; G(ξ01, q) > 0 ; G(ξ02, q) < 0 ;

1∫
0
W (i)

0,0W
(j)
0,0dξ ; G(ξ01, q) > 0 ; G(ξ02, q) > 0 ;

1∫
0
W (i)

1,0W
(j)
1,0dξ ; G(ξ01, q) < 0 ; G(ξ02, q) > 0 ;

1∫
0
W (i)

1,1W
(j)
1,1dξ ; G(ξ01, q) < 0 ; G(ξ02, q) < 0 ;

(6)

i = 1, ...,NC; j = 1, ...,NC ,

where G(ξ, q) =
NC∑
i=1

i2 sin(iπξ) qi(t). The values
1∫
0

�i(ξ)�j(ξ)dξ depend on

the cracks motions, which are defined by constrains G(ξ01, q) and G(ξ02, q). The
eigenmodes meet the orthogonality conditions:

1∫
0

W (i)
b1b2

W (j)
b1b2

dξ = π
(b1,b2)
i δij ; b1 = 0, 1 ; b2 = 0, 1 i = 1, ...,NC; j = 1, ...,NC ,

(7)

where δij is Kronecker delta; π
(0,0)
i = 0.5.

The material damping is accounted in subsequent analysis. Then the system (4) has
the following form:⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

q̈j + δj q̇j + ω
(j)2
0,1 qj = F (0,1)

j (t) ; G(ξ01, q) > 0 ; G(ξ02, q) < 0 ;
q̈j + δj q̇j + ω

(j)2
0,0 qj = F (0,0)

j (t) ; G(ξ01, q) > 0 ; G(ξ02, q) > 0 ;
q̈j + δj q̇j + ω

(j)2
1,0 qj = F (1,0)

j (t) ; G(ξ01, q) < 0 ; G(ξ02, q) > 0 ;
q̈j + δj q̇j + ω

(j)2
1,1 qj = F (1,1)

j (t) ; G(ξ01, q) < 0 ; G(ξ02, q) < 0 ,

(8)

j = 1, ...,NC ,

where

F (0,1)
j (t) = 1

mπ
(0,1)
j

p̃j(t); F (0,0)
j (t) = 2

m
p̃j(t); F (1,0)

j (t) = 1

mπ
(1,0)
j

p̃j(t);

F (1,1)
j (t) = 1

mπ
(1,1)
j

p̃j(t) ;

ω
(j)
b1b2

are eigenfrequencies of beammotions phases;ω(j)
0,0 = j2π2

√
E0I0
mL4

; j = 1, 2, ...
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The piesewise-linear dynamical system (8) consists of linear subsystems. The
dynamical system (8) is nonlinear owing to linear constraintsG(ξ01, q),G(ξ02, q). In the
subsection analysis the structure vibrations under the action of the concentrated force
p(ξ, t) are considered.

p(ξ, t) = δ(ξ − ξF )p̂(t) ,

where ξF = 0.75. Then the dynamical system (8) can be rewritten as:

q̈j + δj q̇j + ω
(j)2
0,0 qj + Rj(q) = Zj(q)p̂(t) , j = 1, ...,NC , (9)

where

Rj(q) = 	
(j)
0,1qj H

[
G(ξ01, q)

]
H

[−G(ξ02, q)
] + 	

(j)
1,0qjH

[−G(ξ01, q)
]
H

[
G(ξ02, q)

]+
	

(j)
1,1qjH

[−G(ξ01, q)
]
H

[−G(ξ02, q)
] ;

	
(j)
0,1 = ω

(j)2
0,1 − ω

(j)2
0,0 ; 	

(j)
1,0 = ω

(j)2
1,0 − ω

(j)2
0,0 ; 	

(j)
1,1 = ω

(j)2
1,1 − ω

(j)2
0,0 ;

Zj(q) = H (0,0)
j +

[
H (0,1)
j − H (0,0)

j

]
H

[
G(ξ01, q)

]
H

[−G(ξ02, q)
]+[

H (1,0)
j − H (0,0)

j

]
H

[−G(ξ01, q)
]
H

[
G(ξ02, q)

]+[
H (1,1)
j − H (0,0)

j

]
H

[−G(ξ01, q)
]
H

[−G(ξ02, q)
] ;

H (0,0)
j = 2

m sin(jπξF ); H (b1,b2)
j = W (j)

b1,b2
(ξF )

m
∫ 1
0 W (j)2

b1,b2
dξ

;b1 = 0, 1 ; b2 = 0, 1 ;
H [x] is Heaviside function.
The dimensionless parameters are applied as:

ϑj = qj
2d

; j = 1, ...,NC; τ = ω
(1)
0,0t, (10)

where 2d is of the beam height. The dynamical system (9) has the following
dimensionless form:

ϑ ′′
j + ω

(j)2
0,0 ϑj + δ̂jϑ

′
j + rj(ϑ) = zj(ϑ)p̃(τ ) , j = 1, ...,NC , (11)

where

p̃(τ ) = AF cos(�τ) ;ϑ ′
j = dϑj

dτ
; ϑ = (

ϑ1, ..., ϑNC

); δ̂j = δj

mω
(1)
0,0

; ω
(j)
0,0 = ω

(j)
0,0

ω
(1)
0,0

zj(ϑ) = h(0,0)
j +

[
h(0,1)
j − h(0,0)

j

]
H [G(ξ01, ϑ)]H [−G(ξ02, ϑ)]+[

h(1,0)
j − h(0,0)

j

]
H [−G(ξ01, ϑ)]H [G(ξ02, ϑ)]+[

h(1,1)
j − h(0,0)

j

]
H [−G(ξ01, ϑ)]H [−G(ξ02, ϑ)] ;
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H (b1,b2)
j = 1

m
h(b1,b2)
j ; b1 = 0, 1; b2 = 0, 1 ;

rj(ϑ) = λ
(j)
0,1ϑj H [G(ξ01, ϑ)]H [−G(ξ02, ϑ)] + λ

(j)
1,0ϑjH [−G(ξ01, ϑ)]H [G(ξ02, ϑ)]+

λ
(j)
1,1ϑjH [−G(ξ01, ϑ)]H [−G(ξ02, ϑ)] ;

λ
(j)
0,1 = 	

(j)
0,1

ω
(1)2
0,0

; λ
(j)
1,0 = 	

(j)
1,0

ω
(1)2
0,0

; λ
(j)
1,1 = 	

(j)
1,1

ω
(1)2
0,0

; j = 1, ...,NC .

The functions zj(ϑ), rj(ϑ) can be rewritten as:

rj(ϑ) = ϑj

{
λ

(j)
0,1 H [−G(ξ02, ϑ)] + λ

(j)
1,0H [−G(ξ01, ϑ)]+(

λ
(j)
1,1 − λ

(j)
1,0 − λ

(j)
0,1

)
H [−G(ξ01, ϑ)]H [−G(ξ02, ϑ)]} ;

zj(ϑ) = h(0,0)
j +

[
h(0,1)
j − h(0,0)

j

]
H [−G(ξ02, ϑ)] +

[
h(1,0)
j − h(0,0)

j

]
H [−G(ξ01, ϑ)]+[

h(0,0)
j + h(1,1)

j − h(0,1)
j − h(1,0)

j

]
H [−G(ξ01, ϑ)]H [−G(ξ02, ϑ)] .

3 Numerical Analysis of Nonlinear Oscillations

The nonlinear oscillations of cracked beam with simply supported boundary conditions
are studied numerically. The system parameters are the following:

2d = 1 · 10−2 m ; b = 1 · 10−2 m ; E = 2.1 · 1011 Pa ; ρ = 7800 kg/
m3 ; L =

0.2 m;

AF = 0.01 ; δ̂1 = δ̂2 = 0.005; ξ01 = 0.25; ξ02 = 0.5 (12)

The periodic oscillations of the dynamical system (11) are analyzed numerically by
the continuation technique [15–19]. The bifurcation behavior and stability analysis are
performed by multipliers calculations [31]. The second order sub-harmonic oscillations
are expanded into the Fourier series as:

ϑj(τ ) =
∑

i=0,1,...

C(j)
i/2

cos

[
i�τ

2
+ �

(j)
i/2

]
(13)

The harmonics amplitudes C(j)
i/2

are used to present the results of the frequency

response analysis.
The periodic orbits of forced vibrations are studied with the lengths of the cracks

a1 = a2 = 0.4 · 10−2 m. The second order sub-harmonic oscillations are analyzed.
These motions are observed due to the periodic- doubling bifurcations of the harmonic
motions. Such bifurcation behavior is shown on Figs. 2 and 3, where the second and
the third harmonics of the Fourier series are presented versus the forced frequency. The



Forced Nonlinear Bending Vibrations of Beams 21

Fig. 2. Frequency response of Fourier series amplitude C(2)
2 /2

bifurcation scenario of periodic orbits is treated for general form of dynamical system
in [20]. The stable motions and unstable motions are shown by solid lines and dotted
lines, respectively. As follows from the Figs. 2 and 3, the second order sub-harmonic
oscillations undergo the saddle-node bifurcations SN1,SN2.

The structure bifurcation scenario is considered with the system parameters (12) and
ξ01 = 0.25; ξ02 = 0.5; AF = 0.01 ; δ̂1 = δ̂2 = 0.005; a1 = a2 = 0.2 · 10−2 m.
The periodic doubling bifurcations are observed in points PD5,PD6 (Fig. 4). The har-
monic vibrations, which belongs to the main resonance, are shown by the curve (P7P8).
The period- doubling bifurcation points PD5 and PD6 belong to harmonic motions.
The unstable harmonic motions are observed in the range � ∈ [1.964; 1.988]. In the
bifurcation points PD5 and PD6, the second order sub-harmonic vibrations is arisen.
The Fourier series amplitudes C(1)

1/2
of ϑ1 are shown versus the forcing frequency �.

The saddle-node bifurcations points SN3, SN4 and Naimark- Sacker points NS1 and NS2
belong to the branch of second order sub-harmonic oscillations (Fig. 4).

The bifurcation pointsNS1 andNS2 results in the almost periodic oscillations, which
occur in the range � ∈ [1.974; 1.976]. Stroboscopic phase plane of almost periodic
oscillations are shown on Fig. 5 at � = 1.975. The generalized coordinate ϑ1 and the
generalized velocity ϑ ′

1 are presented on the stroboscopic plane (Fig. 5) at time instants
τ̃j = j2π; j = 1, 2, ....
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Fig. 3. Frequency response of Fourier series amplitude C(2)
3 /2

Fig. 4. Frequency response of the amplitude C(2)
2 /2 of the sub-harmonic motions
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Fig. 5. Stroboscopic phase plane of almost periodic oscillations at C(2)
2 /2

4 Conclusions

The new mathematical model of beam nonlinear oscillations with two breathing cranks
is suggested in the form of piecewise-linear finite degrees of freedom dynamical system.
The structure motions are separated on four linear subsystems, which are determined by
opening and closing of the cracks. The opening and closing of the crack are described
by constraints, which have the forms of inequalities. The derived mathematical model
can be generalized to arbitrary number of defects in beam.

In general, the obtained dynamical system is strongly nonlinear, if the value of crack
length is commensurable with beam height. The dynamical system is weakly nonlinear
for small value of crack length.

As follows from the numerical analysis, the continuation technique is very useful
tools for analysis of nonlinear oscillations of beam with two cracks. The application of
the continuation method for analysis of stability and bifurcations is very successful too.
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Algorithm for Selecting the Optimal Technology
for Rapid Manufacturing and/or Repair of Parts
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Abstract. The subject of the study is the technology of rapid production and/or
repair of parts for which there is no design documentation, in order to return them
to working state as soon as possible. Such technologies are built on the basis of
reverse engineering operations, with the further use of additive and extractive tech-
nologies. Thework is aimed at finding the optimal technology for rapid production
and/or repair of parts. To achieve the goal, schemes of technological operations
have been developed according to various methods of production of parts from
specified metals and the mass of the workpiece. The labor intensity of work for
each technological operation of part production and the total labor intensity of
work in the manufacture of a single part and a batch of parts are calculated and
compared. An experimental study of the production of the part using reverse engi-
neering technologies, additive and extractive technologies was carried out, and
different methods of its production were compared according to the parameter
of labor intensity. An algorithm for selecting the optimal technology for rapid
manufacturing and/or repair of parts is proposed, provided that labor intensity and
manufacturing time are minimized, taking into account the accuracy and volume
of manufacturing.

Keywords: reverse engineering · 3D printing · additive manufacturing
technology · Digital Mock-Up · labor intensity

1 Introduction

The serviceability of the existing fleet of aircraft of the Armed Forces of Ukraine (AFU)
is currently ensured by the extension of the established resource indicators and the imple-
mentation of refurbishments. But there are important peculiarities. Aircraft operation of
domestic design and production for instance type AN-24, AN-26 and AN-30 is carried
out under the developer’s supervision – Ukrainian state enterprises. The situation is
more complicated with foreign aircrafts, which are not subject to field supervision. In
accordance with the current regulatory framework of Ukraine onmaintaining the airwor-
thiness of aviation equipment technical support for such foreign aircraft is carried out
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through the formation of directions and principles of the general strategy for managing
the technical condition of these aircraft and the introduction on its basis of appropriate
technologies for maintaining their airworthiness [1].

Aggressive war against Ukraine has clearly shown the need to create specific tech-
nology capable of implementing the idea of rapid production and/or repair for the earliest
possible return to combat state of objects of military equipment including foreign ones.
The solution of this issue is impossible without the use of modern machines with numer-
ical control (CNC), coordinate measuring machines (CMM), 3D scanners, etc. Such
technologies allow to digitize and reproduce real objects and are known as reverse engi-
neering. Such technologies of reverse engineering use existing object for production as a
primary source of information, involves scanning of parts, transformation of the obtained
scanned surfaces into portraits, development of Digital Mock-Up (DMU) [2]. The DMU
built in CAD system can be used as a primary source of production in CAM system
to produce technological means and parts using CNC machining or 3D printing. In the
specified conditions, the choice of production technology that ensures rapid production
and/or repair of objects must be justified by the effectiveness of the used production time
with the provision of specified accuracy.

2 Literature Review and State-of-the-Art

Fierce competition among manufacturers of the machine-building industry for the rapid
production or repair of parts with the assurance of the required quality requires the use
of state-of-the-art reverse engineering technologies, additive and extractive technolo-
gies based on high-speed cutting (HSC) or CNC machines [3, 4], as well as informa-
tion automated production support [5]. The paper [6] presents positive results from the
introduction of reverse engineering technologies into the already existing established
production. It is noted that reducing the production time is possible already at the stages
of technical preparation of production. It is proved that the lowest indicators of labor
intensity on the example of the manufacture of a helicopter stabilizer were when using
reverse engineering in order to create the Digital Mock-Up (DMU). Positive results from
the use of reverse engineering based on various methods and applications are presented
in a number of works [7–9], which confirms the prospects of such technologies.

Additive technologies are worthy of competition with traditional technologies
(stamping and milling based on HSC/CNC). Thus, the paper [10] presents the efficiency
of PLA–plastic tooling made by 3D printing by fused deposition modeling (FDM), in
comparison with the same steel tooling made by milling. In [11] the advantages of
selective laser sintering (SLS) are shown and three-dimensional binder printing (3DP)
compared to casting. The results of the work [12] prove the advantages of additive man-
ufacturing technology by laser sintering of technological equipment, in particular dies
of complex shapes, due to the elimination of correction processes after production and
surface treatment. Separately, it should be noted that in the above works [10–12] there
are no studies of the labor intensity of the use of additive technologies.

It should be noted that the basis for all these technologies is the DMU of the part,
which reflects the physical essence of the object in the CAD system as the primary
source of information [2]. Therefore, the production of parts begins with the creation
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of the part‘s DMU. The next step should be to decide which technology to use to
manufacture the part: traditional methods of CNC based stamping, casting or milling
or 3D printing and finishing operations, if necessary, etc. Analyzing the works [3–12],
it can be concluded that the authors avoid quantitative evaluation in the creation of the
DMU and the production of the part according to it. According to many authors, the
rapid production of a part is achieved through the use of modern means of receiving,
transmitting and processing information. Literary sources lack complete data on the time
and labor intensity of reverse engineering works, additive and extractive technologies.
At the same time, the creation of an optimal rapid repair technology, which combines
technological systems of reverse engineering, production using additive and extractive
technologies, requires economic calculations, both at the design stages and for its further
improvement.

3 The Goal and Tasks of the Study

The goal of this study is to develop an algorithm for selecting the optimal technology
for rapid manufacturing and/or repair of parts under the condition of minimizing labor
intensity and production time, taking into account accuracy and volume of production.

To achieve this goal, the following tasks have been formulated:

– to develop the schemes of technological operations according to various scenarios
for the production of parts from specified metals and the mass of the workpiece;

– to determine the labor intensity of work for each technological operation of manu-
facturing a part and calculate the total labor intensity of the work of manufacturing a
single part and a batch of parts;

– to experimental research the production of a part using reverse engineering methods,
additive and extractive technologies and compare different methods of its production
according to the parameter of labor intensity.

4 Calculation of the Labor Intensity of the Selected Production
Technology

The objects of this study are parts of military equipment and aircraft that are subject to
rapid production and/or restorative repair, provided that there is no design documentation
for them and that require the creation of a primary source of production by means of
reverse engineering. At the same time, the primary source of information is the example
of a restoring part. In most cases, this applies to single and small-scale production. The
choice of an effective technology for rapid production and/or restorative repair of such
objects is based on minimizing production time, in particular the labor intensity of the
work, provided that the specified quality indicators of the production object are ensured.

The analysis of the labor intensity of the parts manufacturing according to the
researched technologies was carried out in stages. Thus, the first stage of the tech-
nology of restorative repair by means of reverse engineering, which is the same for all
the technologies considered in the study, in accordance with the conditions of the task,
includes operations to restore the geometry of the part (Fig. 1). In particular, the first
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stage includes the following technological operations: 1 – using special CMM or scan-
ners reproduction from an existing part (Part) the part’s portrait (Pp), 2 – creation of a
process model (MPp), and 3 – development of the part’s DMU.

Fig. 1. Aschemeof technological operations for part’sDMUdevelopment by reverse engineering.

The steps of 1-2-3 operations are the same for any part considered technologies. The
following 4-5-6-…-n operations for studied manufacturing methods varying.

The study considers only the quantitative indicators of the labor intensity of the
technological operations using various technologies. The authors understand that labor
intensity indicators alone do not provide a complete economic state of the process. At
the same time, the conclusions of this study allow us to compare the effectiveness of
the investigated technologies, provided that the labor intensity of manufacturing is a
decisive factor. The constant indicators and analysis of the execution time of the stages
of reverse engineering technology given in Table 1 are based on the data of the works [6,
13] and correspond to the scheme of technological operations for the creation of part’s
DMU (Fig. 1).

Table 1. The constant indicators [3].

Technological operation/stage 1 2 3

Labor intensity

[
tmax

tmin

]
,

man-hours

[+3

+2

] [+8

+6

] [+12

+9

]

Analyzing the data in Table 1, we can say that the total labor intensity of reverse
engineering operations to restore the geometry of the part (Fig. 1) is [+23, 0; +17,0].

Individual indicators were determined by the method of expert evaluation, a survey
of specialists of enterprises, reference literature. To add up the values, it was decided
to use the maximum-minimum method (max-min) with the direct transfer of the value,
taking into account that the labor intensity parameter satisfies us as a result, i.e. the
maximum and minimum [6].

Labor intensity indicators were determined for both conventional CNC machining
and high-speed cutting HSC.

Figure 2 shows the scheme of technological operations 4–5 for the manufacture of
a part by milling from a plate using CNC.
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Fig. 2. A scheme of technological operations for the part manufacture from a plate-blank.

When milling a workpiece into a part for each appropriate stage, the following time
must be considered:

• stage 4 – creation of the process model for CNC – [+15; +6], man-hours;
• stage 5 – the part processing from the workpiece by HSC – [+1,17;+0,02], man-hour

and by casting [+11,73; +0,21], man-hour;

Table 2 shows the time required to process the workpiece (stage 5, Fig. 2), for the
mass of the part (1 kg) made of aluminum alloys or high-strength steel.

Table 2. Time spent on manufacturing 1 kg of part using HSC and CNC

Stages Preparation of
the workpiece

HSC processing
of Al alloy

CNC
machining
of Al alloy

HSC
processing of
Steel

CNC
machining
of Steel

Time, min
[+20

+2

] [+70, 37

+3, 70

] [+704

+37

] [+23, 75

+1, 25

] [+237, 5

+12, 5

]

It was assumed HSC processing productivity to be 100 [cm3/(min·kW)], and 10
[cm3/(min·kW)] for CNC machining. It was also considered that when processing the
parts approximately 5…10% of the blank mass made by casting is removed, and 10…
20% of the blank mass made by stamping.

Figure 3 shows a scheme of technological operations 4-…-8 for the part manufacture
by CNC machining from a casted into a molded-blank.

Fig. 3. A scheme of technological operations for the part manufacture from a casted blank.

When using casting technology in the manufacture of a part blank, the following
time must be taken into account for each appropriate stage:

• stage 4 – creation of a DMU of the technological mean (here is a mold) and a model
of its processing – [+11, 73;+0, 62], man-hours;

• stage 5 – mold making, drying – [+6;+3], man-hours;
• stage 6 – casting, cooling, cleaning of the workpiece – [+4;+3], man-hours;
• stages 7–8, which are identical to stage 5 (Fig. 2) – processing the workpiece after

casting (removing 5… 10% of the material) – by HSC processing [+0, 12;+0, 01],
man-hours, and by CNC machining [+1, 17;+0, 02], man-hours.
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Figure 4 shows the scheme of technological operations 4-…-8 for the manufacture
of a part by stamping with subsequent processing using CNC.

Fig. 4. A scheme of technological op−erations for the manufacture of a part by stamping.

When performing the technology of stamping a workpiece in the manufacture of a
part, the following time must be taken into account for each appropriate stage:

• Stage 4 – creation of a DMU of the technological mean (here is a die) and a model
of its processing – [+8;+4], man-hours;

• stage 5 – production of a CNC stamp or other method – [+24;+16], man-hours;
• Stage 6 – stamping of the workpiece, heating, cutting, heat treatment, tumbling –

[+1, 0;+0, 5], man-hours for 1 part;
• Stages 7–8, which are identical to stage 5 (Fig. 2) – processing the workpiece

after stamping (removal of 10… 20% of the material) – by HSC processing
[+0, 24;+0, 02], man-hours, and by CNC machining [+2, 34;+0, 04], man-hours.

Figure 5 shows the scheme of technological operations 4-…-7 of manufacturing a
part by 3D printing or laser sintering, followed by finishing operations [14, 15] to ensure
the accuracy of the part’s surfaces.

Fig. 5. A scheme of technological operations for the manufacture of a part by 3D printing/laser
sintering.

When performing laser sintering technology or 3D printing of a workpiece/part for
each relevant stage, the following time must be taken into account:

• stages 4–5 – creation of a process model for 3D printing/laser sintering – [+4;+3],
man-hours;

• stages 6–7 – machining, heat treatment, finishing operations – [+2;+1, 5], man-
hours.

Table 3 shows calculations of the labor intensity of manufacturing one part by HSC
processing and CNC machining, according to the schemes of additive and extractive
technologies (Fig. 2, 3, 4 and 5), starting from stages 4-…-n, and including data on the
labor intensity of reverse engineering (Table 1).
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Table 3. Labor intensity of manufacturing one part using the max-min method.

Selected
manufacturing
technology of
the part

Labor intensity of stages 4-…-n[
tmax

tmin

]
, man-hour

The total labor intensity of the
work of stages 1-…-n[
tmax

tmin

]
, man-hour

by HSC
processing

by CNC
machining

by HSC
processing

by CNC
machining

Casting
[+21, 85

+6, 63

] [+22, 9

+6, 64

] [+44, 85

+23, 64

] [+45, 9

+23, 64

]

Milling from a
plate

[+16, 17

+6, 02

] [+26, 73

+6, 21

] [+39, 17

+23, 02

] [+49, 73

+23, 21

]

Stamping
[+33, 24

+20, 52

] [+35, 34

+20, 54

] [+56, 24

+37, 52

] [+58, 94

+37, 54

]

3D printing or laser
sintering

[+6, 0

+4, 5

] [+29, 0

+21, 5

]

Using the schemes (Figs. 2, 3, 4, 5 and 6), the calculation of labor intensity for a
batch of parts of 100 pcs was obtained. The results of labor intensity, taking into account
the technical preparation of the production of the manufacture of one and a batch of
parts of 100 pcs, are presented in Table 4.

The results of the total labor intensity, taking into account all stages of production,
including reverse engineering, the manufacture of one and a batch of 100 parts, are
presented in Table 5.

Based on the results of the calculations, a diagram of the labor intensity of
manufacturing a batch of parts up to 100 pieces was constructed (Fig. 6).

The analysis of the diagram (Fig. 6) shows that given the least labor intensity themost
efficient technology is reverse engineering and high-speed machining of the stamped
workpiece or CNCmilling of the plate-blank. In all other cases (casting and 3D printing)
labor intensity is slightly reduced with HSC processing and its use can be considered
inexpedient. It is worth noting that the worst labor intensity in small-scale production
is casting due to the large number of operations that are long in time. 3D-printing is
significantly inferior to the processes of dimensional processing with the removal of
allowance in small-scale production, mainly due to the low productivity of printing
material.

However, if the main thing is the rapid production of one part, then according to
the diagram (Fig. 6), almost all the technologies under consideration have relatively the
same labor intensity, provided that the enterprise already has a die, mold for casting,
HSC and/or CNC equipment, or a 3D printer. If we are talking about the need to create
technological means, then the use of 3D printing for the manufacture up to 10 parts,
becomes more expedient.
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Table 4. Labor intensity of work in the manufacture of one and 100 pcs of parts.

Selected
manufacturing
technology of
the part

Labor intensity

[
tmax

tmin

]
, man-hour

Technical
preparation of
production

Production of one part Production of 100 pcs of
parts

by HSC
processing

by CNC
machining

by HSC
processing

by CNC
machining

Casting
[+34, 73

+17, 62

] [+10, 12

+6, 01

] [+11, 17

+6, 02

] [+1012

+601

] [+1117

+602

]

Milling from a
plate

[+38, 0

+21, 0

] [+1, 17

+0, 02

] [+11, 73

+0, 21

] [+117

+2

] [+1173

+21

]

Stamping
[+55, 0

+37, 0

] [+1, 24

+0, 52

] [+3, 34

+0, 54

] [+124

+52

] [+334

+54

]

3D printing or
laser sintering

[+23, 0

+17, 0

] [+6, 0

+4, 5

] [+600

+450

]

Table 5. The total labor intensity of work in the manufacture of one and a batch of parts is 100
pcs.

Selected
manufacturing
technology of
the part

Total labor intensity per part[
tmax

tmin

]
,

man-hour

Total labor intensity per 100 pcs
of parts,[
tmax

tmin

]
, man-hour

by HSC
processing

by CNC machining by HSC
processing

by CNC
machining

Casting
[+44, 85

+23, 63

] [+45, 9

+23, 64

] [+1046, 73

+618, 62

] [+1151, 73

+619, 62

]

Milling from a plate
[+39, 17

+21, 02

] [+49, 73

+21, 21

] [+155

+23

] [+1211

+42

]

Stamping
[+56, 24

+37, 52

] [+58, 34

+37, 54

] [+179

+89

] [+389

+91

]

3D printing or laser
sintering

[+29, 0

+21, 5

] [+623

+467

]
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Fig. 6. A diagram of the labor intensity of manufacturing a batch of parts up to 100 pieces: by
casting (1), by milling HSC/CNC from a plate (2), by stamping (3), and by 3D printing (4).

5 Experimental Research

The part shown in Fig. 7 was chosen for the experimental research. Given that there is
no design documentation for the test part, reverse engineering technology was used to
create its geometry. It should be noted that the part had a worn appearance with fuzzy
edges and surfaces.

Fig. 7. Experimental detail. Fig. 8. Analytical standard of the part.

The part was scanned using a 3D scanner ARTEC SPACE SPIDER (USA) and,
according to the technological operations of the scheme shown in Fig. 1, its DMU
(Fig. 8) was created with the definition of its dimensions (Fig. 9).
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Fig. 9. Geometric dimensions of the test part in top view (a) and side view (b).

5.1 Manufacturing a Part by 3D Printing

The next steps were the preparation for the manufacture of the part using additive tech-
nology in accordance with the technological operations of stages 4-…-7 (Fig. 5). Fig.
Figure 10 shows a part made using 3D printing. To understand the need for finishing
operations, the part was additionally scanned and its portrait was obtained in order to
compare the obtained geometry of the part by 3D printing with its analytical geometry
DMU (Fig. 11).

Fig. 10. The part is made by 3D printing. Fig. 11. Control of the geometry of a 3D
printing part.

Analysis of the control of the 3D printed part with its DMU showed a deviation
in the accuracy of the additive technology from −0.03 to + 0.49 mm. The maximum
deviation is observed in the upper cone of the part (highlighted in red in Fig. 11), which
is not critical when the tolerance for deviation of the part is ± 0.5 mm. In this case,
in the calculations of the labor intensity of work on the manufacture of the part, it is
not necessary to take into account the stages of finishing operations 6–7 (Fig. 5). If the
requirements for the accuracy of manufacturing a part are more stringent, that is, less
than ±0.5 mm, then the stages of finishing operations should be taken into account in
the calculations of labor intensity, which will increase its performance.
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5.2 Production of a Part by Stamping

Stamping of the blank of the test part (Fig. 7) took place in the die, which is shown in
Fig. 12.

Fig. 12. Preparation for stamping a workpiece (a) in a die (b) with a die (c) and a punch (d).

The stamped workpiece (Fig. 13) was also scanned to obtain a portrait to control its
dimensions and compare it with the analytical geometry (DMU) (Fig. 14).

Fig. 13. The part is made by stamping. Fig. 14. Inspection of the stamped part.

The control of the geometry of stamped part with its DMU showed a deviation in the
accuracy from −0.94 to + 0.58 mm (Fig. 14). The maximum deviation is observed in
the upper cone of the part similar to the part made by 3D printing. Such a result can be
satisfactory provided that the part tolerance is±1.0 mm. In this case, in the calculations
of the labor intensity of work on themanufacture of a part by stamping, it is not necessary
to take into account the stages 7–8 of processing the workpiece in the final part using
HSC or CNC (Fig. 4), which will reduce its performance. At the same time, the resulting
deviations are critical when the part size is allowed to be ±0.5 mm or less. Therefore,
it will be advisable to use the following stages 7–8 of processing the stamped HSC or
CNC workpiece (Fig. 4), which will increase the labor intensity.
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5.3 Comparative Analysis of the Labor Intensity of the Work of Manufacturing
a Part by 3D Printing and Stamping

Calculations have established that the total labor intensity of reverse engineering oper-
ations of creating a part DMU is from 23 to 17 man-hours (Table 1). For the test part
(Fig. 7) the total labor intensity of the works was experimentally obtained as 18 man-
hours. The obtained experimental values confirm the calculated data for the reverse
engineering and are accepted for the subsequent stages of part’s production.

Preparation of the part for 3D printing was carried out in accordance with the tech-
nological operations of the scheme shown in Fig. 5. The time for preparation for printing
and direct printing of the test part (stages 4–5, Fig. 5) was [+2;+1, 5] man-hour, which
is 2 times less than the pre-set [+4;+3] man-hour. This may be due to the fact that the
part has a simple shape, small size and low weight up to 100 g (Fig. 9). If it is necessary
to perform finishing operations (stages 6–7, Fig. 5), the labor intensity of the work of
stages 4–7 is [+4;+3] man-hour, and the total labor intensity of work, including the
stages of reverse engineering, is [+27;+17] man-hour. With a satisfactorily obtained
quality of the printed part as such, where finishing operations of stages 6–7 are not
required (Fig. 5), the total labor intensity is the lowest [+25;+18, 5] man-hour.

The results of experimental studies of the manufacturing time and labor-intensive
work of the test part by stamping according to the scheme (Fig. 4) and taking into account
reverse engineering operations (Fig. 1) almost completely coincide (the deviation at the
stages does not exceed ±1%). Labor intensity indicators are significantly affected by
the need to perform finishing operations for processing surfaces, edges, etc. It should
be noted that the time required for stamping a blank in a die compared to printing
is drastically different, in particular, it takes 1–1.5 h to print a test part, and only 30
s for its stamping in a die. Calculations on the total labor intensity of work, taking
into account the stages of reverse engineering for [+45;+38] the manufacture of a
prototype part, was man-hour, which is 1.8 times more than in the manufacture of the
same part by 3D printing. With satisfactory quality of the stamped part, when steps 7 – 8
can be neglected (Fig. 4) the total labor intensity is slightly reduced and amounts to
[+44;+37, 5] man-hour.

6 Algorithm for Selecting the Optimal Technology for Rapid
Manufacturing and/or Repair of Parts

In accordance with the specified conditions of rapid production and/or repair of parts,
the selection of the optimal technology according to the parameter of minimization of
production time can be carried out on the basis of the analysis of such input data as the
volume of production, the accuracy of the dimensions of the part, the terms of production,
the availability of technological equipment and equipment, etc. The algorithm for such
a selection for the studied part was developed and presented in Fig. 15.

A feature of the proposed technologies for rapid production and/or repair of parts is
that they are based on the common stage of obtaining the primary source of information
by means of reverse engineering, and the subsequent use of extractive and additive
technologies, as well as traditional stamping and casting technologies.
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Fig. 15. Algorithm for Selecting the Optimal Technology for RapidManufacturing and/or Repair
of Parts.

According to the proposed algorithm for selecting the optimal technology for rapid
manufacturing and/or repair, for example, parts in the amount of more than 10 pieces in
the conditions of small-scale production (up to 100 pieces) and dimensional accuracy of
more than±0.5 mm, the justified use of stamping technology. With the same number of
parts, but a geometric accuracy of less than±0.5 mm, it will be appropriate to use CNC
machining or HSC processing from a stamped-blank or milling from a plate-blank with
CNC machining or HSC processing.

If the number of parts is less than 10 pieces and the geometric accuracy is more
than ±0.5 mm, it is recommended to use a 3D printer followed by manual finishing.
With the same number of parts, but the geometric accuracy is less than ±0.5 mm, it is
advisable to use CNC machining or HSC processing when milling from a plate-blank
or stamped-blank.

Stages 4-…-n in the presented algorithm may vary depending on input conditions
(complexity of the part, presence of internal cavities, roughness indicators, etc.) and
output data (park of existing equipment, technological means, etc.). Stages 1–3 remain
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the same for any chosen method of manufacturing the part until the stage of creating its
analytical geometry (DMU). It should be noted that the labor intensity and time required
to create a DMU will be almost the same for parts that differ in design, provided that
the appropriate CMM or scanner is used.

7 Conclusions

It has been proven that the technology of rapid production and/or repair of parts can be
built on the basis of reverse engineering operations, additive and extractive technolo-
gies, which reduces production time indicators. At the same time, the volume of parts
production and quality requirements have a significant impact.

Calculated labor intensity of technological operations of reverse engineering, which
has constant indicators according to the maximum-minimum method. The given data of
the labor intensity of technological operations for different technology scenario can be
used to estimate the production time according to the researched technologies.

An algorithm for selecting the optimal technology for rapid manufacturing and/or
repair of parts is proposed, provided that labor intensity and manufacturing time are
minimized, taking into account the accuracy and volume of manufacturing.
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Abstract. Digitalization provides an opportunity to perform operations faster and
more efficiently, and ecologization decreases the ecological footprint. It provides
a sustainable development of society. However, on the other hand, employees
often feel tense because of information overload, multitasking, and an unregu-
lated regime. The increase in the use of digital devices raises the load on the
energy supply system and creates the problem of outdated equipment disposal.
The analysis of the issue showed to increase employees’ performance and safety
and ensure the further implementation of society’s sustainable development con-
cept, it is necessary to develop and implement eco-ergonomics digital workplaces.
However, there is a lack of research on the digital workplace and its influence on
human performance and well-being. Therefore, the work aims to investigate the
impact of the eco-ergonomics of the digital workplace on employee’s performance
and well-being during the working process.

Keywords: eco-ergonomics · digital workplace · digitalization · ecologization ·
safety

1 Introduction

Currently, the necessary components of society development are the processes of dig-
italization and ecologization. Digitalization provides an opportunity to perform many
operations of various complexity more quickly and efficiently, and ecologization allows
for a decrease in the human ecological footprint. Undoubtedly, this gives society many
positive results but also causes problems. The biggest of them is the difficulty of trans-
forming workplaces by the requirements of digitalization and ecologization. Why is this
so? To date, worker activity is mainly related to the search, use, exchange, creation and
organization of information in the digital environment. At the same time, the employee’s
stay at a particular workplace is not necessary, and the working tasks don’t have a strict
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schedule. In this situation, the illusion arises that the employee has comfortable work-
ing conditions not tied to the workplace and timetable, and the negative impact on the
environment is negligible due to digitalization. However, this is not the case. In such con-
ditions of activity, the employee is often in a tense state caused by information overload,
multitasking and an unregulated regime, and the increase in the use of digital devices
increases the load on the energy supply system and creates the problem of equipment
disposal.

Ergonomics can help overcome this problem since the physical and mental health
of the employee and the eco-safety of work processes can be ensured if the materials,
equipment and software are designed in harmony with the employee’s psychological,
physiological and eco-social needs and characteristics [1]. That is why, over the last
decade, the eco-ergonomic organization of human activity at the digital workplace has
become a central issue of ergonomics [2–6].

2 Literature Review

Digital Workplace. The idea of human safety at the workplace is multi-component.
The workplace elements are different in origin and impact on a person but closely related
parts. Most commonly, researchers consider them in the context of traditional workplace
organization when there is an office space where employees work. And in this case, the
operations and their sequence to ensure the employee’s safety are known. However,
current realities are new types of activities that require a review of the approach to
ensuring employee safety at the workplace. A prime example in this case is freelancing,
which does not have requirements for the location of the employee’s workplace, the
duration of working hours, working conditions, etc. One more example is the lock-
downs due to the COVID-19 pandemic, which led to the mass transfer of workers to
remote mode, during which no one controls workplace safety, which caused problems
with mental and physical health for workers due to the inability to separate work time
from personal one, isolation from society, etc. All this determined the necessity to create
a digital workplace. A digital workplace is a virtual analogue of a physical workplace
that combines technologies used to work in a digital environment [7–9]. Creating a
digital workplace makes it possible to increase creativity in work by decreasing the
level of template operations, introducing new forms of work task distribution, applying
flexiblework schedules, etc. Thus, the digitalworkplace improves employee productivity
through a more user-friendly work environment.

However, despite the rapid spread of digital workplaces, workers and employers do
not always get the desired result. Such a situation is often due to insufficiently thought-out
organization of the workplace, which can lead to a slowdown in the speed of operations,
incorrect actions and other negative consequences [10–12]. As a result, the employee’s
productivity decreases. That is why digital workplaces need research, and an effective
tool for this is new directions of ergonomics, such as digital ergonomics, information
ergonomics, computer ergonomics, etc. [1].

Ergonomic Features of Human Activity in a Digital Working
Environment. Digitalization and the growth of automation allowed significant techno-
logical progress. However, it also substantially changed the requirements for cognitive
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abilities andpsychophysiological capabilities of a person. Today, the difficulties of digital
thinking, clip thinking and even “digital autism” are actively discussed despite the
high level of digital competence, even in children. Thus, digitalization has created an
ergonomic contradiction, which consists of the fact that the growth of automation leads
to the complications of the human-machine interaction problem. At the same time, dig-
ital systems have unique ergonomic questions associated with the characteristics of the
human operator and the technical features of digital workplaces.

The ergonomic challenges of digital workspaces and increased automation are:

1. An increase in mental load but also a deterioration in skills due to automation.
2. Increased requirements for cognitive abilities.
3. Increasing the role of cognitive distortions in decision-making.
4. Decrease/distortion of sensory signals (limited field of vision, decrease in auditory,

proprioceptive and olfactory sensations).
5. Deterioration of health indicators and, as a result, quality of life.
6. Distortion of the psychological and emotional perception of the workplace, especially

when working remotely at home.
7. Misunderstanding by employers or performers themselves of human physiology and

its capabilities and limitations in processing information associated with fatigue,
distraction, and switching of attention.

8. The need to focus on the subject despite easy access to information resources.
9. The problem of trust or distrust in automation.

In addition, today, still unresolved aspects of the ergonomic support of human perfor-
mance under digitalization are: the creation of a highly functional human-machine inter-
face; training, professional selection and ensuring the reliability of operators; forecasting
the risks of operators’ activities.

WorkplaceEco-Friendliness. Anessential component in designing adigitalworkplace
is eco-friendliness. After all, as mentioned above, digitalization does not mean reducing
the negative impact of humans on the environment. In addition, digital device exploitation
can also hurt a worker’s health. For example, the use of equipment with low-quality
materials can provoke the occurrence of allergic reactions, headaches, etc. An eco-
digital workplace should contribute to energy-effective use of resources, reducing the
ecological footprint and creating eco-safe working conditions [13–19].

Ensuring workplace eco-friendliness is a difficult task to solve, and it requires
the application of various knowledge fields. The literature analysis on workplace eco-
sustainability studies showed many works in this direction [20–22]. At the same time,
the disadvantage of most research is the emphasis on permanent workplaces in office
premises, while in today’s realities, the analysis of mobile workplaces has priority. Thus,
there is a lack of research on the eco-sustainability and ergonomics of digital workplaces.
The solution may be the application of the principles of eco-ergonomic evaluation of
workplaces [20, 23–25]. At the same time, the ecological component will be responsi-
ble for compliance with environmental norms and standards at the workplace, and the
ergonomic element will be responsible for creating and maintaining appropriate safety
requirements for human working conditions. It will ensure the control and maintenance
of eco-friendliness, comfort and safety of the digital workplace.
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Thus, to ensure the society’s sustainable development, it is necessary to control and
support the eco-friendliness, safety and comfort of digital workplaces. The aim is to
investigate the impact of the eco-ergonomics of the digital workplace on employee’s
performance and well-being during the working process.

3 Materials and Results

During research general and special research tools were used:

1. Subject-object, logical, deductive and inductive methods.
2. Statistical observations, correlation and comparative analyses.

The methodological and theoretical basis of the research is the works of leading
experts in various fields of knowledge. The interdisciplinary nature of the work is due
to the need to use the results of such scientific areas as ergonomics, ecology, sociology,
and economics. The empirical basis of the study was the research results on digital
workplaces, into the ecology and ergonomics of workplaces by domestic and foreign
scientists, reports of international organizations on the safety of workers at workplaces,
materials of periodicals, conferences and seminars on this issue.

As it’s known, ergonomics is a science that creates practical solutions to ensure the
most safe and comfortable working conditions for people through the various scientific
areas (psychology, physiology, engineering, etc.). This approachmakes ergonomics flex-
ible because it instantly responds to the emergence of new requests in society regarding
safety and finds the most effective solutions to answer them.

In light of the importance of implementing the processes of digitalization and ecol-
ogization, one of the main directions of modern ergonomics has become ensuring the
eco-ergonomics of the digital workplace. That is why, in recent years, ergonomics has
added new elements to the workplace assessment – eco-friendliness and the level of
digitalization [12]. It led to the transition from standard ergonomic assessment of work-
places to eco-ergonomic one [20], the principles of which can be applied to create an
eco-ergonomic digital workplace (Fig. 1).

Let’s consider in more detail what eco-ergonomic assessment is and how it com-
bines ecological and ergonomic aspects to ensure human comfort in the workplace.
Eco-ergonomic assessment is a relatively new concept in ergonomics. Its task is to find
an optimal combination of working conditions and technological support at the work-
place. This combination must meet modern psychophysiological, social, engineering
and ecological requirements. The following indicators are used in the eco-ergonomic
assessment of the workplace:

1. Eco-friendliness of workplace materials (chipboard, fibreboard, MDF, wood, plastic,
etc.).

2. Methods of creating and maintaining working conditions in the premises (existence
of ventilation, air conditioning and heating systems, lighting quality, etc.).

3. The workplace interior (materials from which subsidiary furniture is made, floor
covering, wall covering, ceiling, etc.).
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Fig. 1. The creation of an eco-ergonomic digital workplace.

4. Features of the exterior (existence of parking zones and their location, etc.).
5. Ecological needs (requests) of the employee.

The first indicator assesses the quality of the materials of the work elements since
it is not only the convenience of the organization of the workplace that is important but
also the impact on the human health of the materials from which they are made. The
significance of the indicator is that new materials are used to create workplace elements.
They have become widespread due to their low price, the possibility of application in
various fields, the ability to withstand significant loads and other characteristics. At the
same time, their eco-safety and impact on the worker’s health during operation have
been studied superficially, which means the possibility of distant negative consequences
for employees because of permanent contact with them. The example of using a material
such as a chipboard confirms this. Several decades ago, the chipboard was widely used
for furnituremanufacture because of its low price, speed and ease of obtaining. However,
it was found that chipboard includes glue containing formaldehyde, which can provoke
the development of carcinogenic diseases in humans. That is why evaluating the eco-
safety of workplace materials is mandatory when designing the eco-ergonomic digital
workplaces.

The second indicator – methods of creating and maintaining working conditions
indoors – is used to support ecological working conditions. Now, many different sys-
tems are keeping the necessary working conditions in the workplace. However, they
differ significantly in eco-friendliness concerning the environment and the worker. To
explain this statement, consider the following example. Today, humans use air condi-
tioning to support the necessary micro-climatic conditions indoors. Air conditioning has
several advantages. For instance, it quickly creates and maintains the micro-climatic
conditions in the premise that meet the requirements, are energy efficient, etc. However,
they also have a drawback – bacteria accumulating on the filters of air conditioners can
provoke the development of chronic diseases of the respiratory tract in workers. Thus,
on the one hand, air conditioners usage is essential for creating comfortable working
conditions at workplaces (especially in office premises), but, on the other hand, they are
ecologically dangerous for humans. This situation occurs when applying most systems
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for creating and maintaining working conditions. That is why it is necessary to evaluate
their environmental impact on the state of health of employees.

The workplace interior is the third indicator used in the workplace eco-ergonomic
assessment. The indicator significance is the assessment of thematerials used to decorate
the premise. The production of modern finishing materials uses chemical and synthetic
components, the quality and eco-safety of which are not evaluated. Moreover, some
materials do not have certificates of compliance with sanitary requirements. Thus, the
interiors of many premises have a hidden danger, which consists of the influence of
chemicals contained in finishing materials on human health. In this case, an example
of using such a finishing material is linoleum. This material has several varieties, but
linoleums made of synthetic components have become the most widespread. They are
the most often used. Of course, they have a lot of advantages, including a low price
compared to other coatings, the absence of special requirements for the floor for its use,
a long service life, wear resistance, etc. However, there are significant drawbacks and,
above all, the chemical composition, which includes toxic resins, xylene, toluene and
other components, which are hazardous to human health. Constant exposure to such
material leads to the threat of developing carcinogenic diseases, allergic reactions and
other negative consequences. Therefore, the eco-ergonomic assessment must include
estimating decorative materials quality (coverings on the walls, floor, ceiling, subsidiary
furniture, etc.).

The next indicator – the features of the premise exterior – is also essential in the
eco-ergonomic assessment of the workplace since it determines the influence of external
factors (for example, the content of harmful substances in the air, the proximity of the
location of dangerous objects, the frequency of garbage removal and the possibility of its
sorting, etc.) on human health. The importance of this indicator is in considering factors
that are rarely taken into account by researchers since they are not directly related to the
company’s activity and, therefore, insignificant to it. At the same time, the influence of
such factors on a worker can have a significant negative impact on health. An example is
the location of parking zones. Most often, they are located near the company’s buildings.
In the winter, drivers who use the parking area spend a certain amount of time warming
up the car engine, which pollutes the air with fuel combustion products. Thus, these
hazardous substances enter the premises near the parking area during ventilation, and
workers, accordingly, breathe this air.

The last indicator is the ecological needs (requests) of employees. Its necessity is
connected with the application of sustainable development strategies of society. The
realisation of the worker’s ecological needs contributes to the creation of safe working
conditions due to the use of eco-materials to ensure the working process. It, in turn,
increases the psychological comfort of workers due to the feeling of maximum safety
and decreases morbidity due to the minimal use of materials that can damage worker’s
health [20].

The above can be summarised and presented in the eco-ergonomics assessment of
the digital workplace (Table. 1).

The eco-ergonomics assessment of the digital workplace includes sixteen digital
workplace characteristics. Each characteristic has an estimated range from 1 to 5 points.
One point corresponds to an unsatisfactory level of eco-ergonomics of the workplace,
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Table 1. The eco-ergonomics assessment of the digital workplace (sample).

№ Digital workplace characteristics Eco-ergonomics,
points

Eco-friendliness of enterprise infrastructure:

1 special parking areas 5

2 chaotic parking of cars 1

Building eco-friendliness:

3 concrete construction 5

4 brick construction 4

5 breeze block building 3
...

...

Overall score:

and five points – to a satisfactory level. At the end of the assessment, it is necessary to
determine the general level of eco-ergonomics of the workplace. The eco-ergonomics
of the workplace include unsatisfactory, average and satisfactory levels.

4 Discussion

The approbation of the eco-ergonomics assessment of the digital workplace was carried
out at Simon Kuznets Kharkiv National University during 2021–2022. Students in the
first year of study were chosen as testees. The total number of testees was 157. During
the research, students were online learning, actively moved and worked from different
locations. Thus, students worked using the digital workplaces. During the study, the
following indicators were estimated:

1. The eco-ergonomics of the digital workplace.
2. Students’ performance.
3. Students’ well-being.

The eco-ergonomics of the digital workplacewas assessed using the above-described
assessment and the “Subjective assessment of the eco-ergonomics of the digital work-
place” test. For the convenience of conducting the research, the test was placed on the
free Internet service Online Test Pad.

The “Subjective assessment of the eco-ergonomics of the digital workplace” test
included questions concerning the subjective perception of the features of the eco-
ergonomics organization of the digital workplace and how it affects the testee’s per-
formance. The subjective assessment of the eco-ergonomics of the digital workplace
was measured in points in the range from 1 to 100.

The student’s performance was estimated using the “Student’s performance” test.
For the convenience of conducting research, the test was placed on the free Internet
service Online Test Pad.
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The student’s well-being was estimated using the “Subjective well-being” test. The
subjective well-being assessment was measured in points in the range from 1 to 100.
The test was placed on the free Internet service Online Test Pad.

Testees passed the eco-ergonomics assessment of the digital workplace, the “Sub-
jective assessment of the eco-ergonomics of the digital workplace” test, the “Student’s
performance” test, and the “Subjective well-being” test through an Internet link. Stu-
dents could do it using any digital device with an Internet connection. The results were
generalized in the analytical database of the Online Test Pad. Based on this, files were
created for further data processing. We visualized the results using graphs.

In the first stage, students were divided into three groups according to their
performance indicators:

1. The first group includes 51 students with a high level of performance (average grade
point in the range of 90…100 points).

2. The second group involves 53 students with an average level of performance (medium
grade point in the range of 74…89 points).

3. The third group includes 53 students with a satisfactory level of performance (average
grade point in the range of 60…73 points).

Then, based on the results of the students’ testing, a correlation was performed to
establish the relationships between students’ performance and the eco-ergonomics of
the digital workplace.

The analysis of changes in students’ performance and the results of assessing the eco-
ergonomics of the digital workplace showed that the eco-ergonomics of the workplace
affects the students’ performance. It is revealed in the following pattern: the higher the
level of the eco-ergonomics of the digitalworkplace, the higher the students’ performance
and the smaller range of values in which it varies (Fig. 2).

In the second stage, studentswere divided into three groups based on theirwell-being:

1. The first group includes 52 students with well-being level 90…100 points.
2. The second group involves 53 students with well-being level 70…89 points.
3. The third group includes 52 students with well-being level 60…69 points.

Comparative and correlation analyses of changes in the eco-ergonomics of the digital
workplace and students’ well-being in groups showed that the eco-ergonomics of the
digital workplace positively correlated with students’ well-being (Fig. 3).

Based on the presented results, the following conclusions were obtained:

1. The eco-ergonomics of the digital workplace affects the students’ performance. It
was revealed in the following pattern: the higher the eco-ergonomics of the digital
workplace, the higher the students’ performance. Thus, teaching students the basics of
eco-ergonomics organization of the digital workplace will increase their productivity.

2. The relationship between the student’s well-being and the eco-ergonomics of the
digital workplace was revealed. It was found the following pattern: the higher the
level of the eco-ergonomics of the digital workplace, the higher the level of students’
well-being. Thus, the eco-ergonomics of the digital workplace affects students’ well-
being.
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a

b

c

Fig. 2. Comparative analysis of changes in students’ performance and the eco-ergonomics of the
digital workplace in groups: (a) high level of students’ performance; (b) average level of students’
performance; (c) low level of students’ performance.
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Fig. 3. Comparative analysis of changes in students’ well-being and the eco-ergonomics of the
digital workplace in groups: (a) well-being level 90…100 points; (b) well-being level 70…89
points; (c) well-being level 60…69 points.
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Therefore, the goal of the research has gained practical confirmation. The employee’s
performance and well-being depend on the level of the eco-ergonomics of the digital
workplace.

5 Conclusions

Thus, the digitalization and ecologization of human activity are currently essential for
society’s sustainable development. The result of the eco-digitalization of human activity
should be an eco-ergonomic digital workplace, which will increase worker’s perfor-
mance and safety during work. The necessity of such a workplace has been proven
based on a study of the impact of the eco-ergonomics of the digital workplace on stu-
dent’s performance and well-being during online learning. An effective tool in the eco-
ergonomics digitalworkplace development and implementation is ergonomics, forwhich
this problem has become crucial over the last decade.
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Abstract. Cold spray technology is a solid-state deposition technology. The par-
ticles are accelerated in the Laval nozzle and plastically deform after deposition
with the substrate to form a coating. The nozzle is an important part of cold spray
technology, which will directly affect the coating performance and has been paid
attention to and studied in engineering applications. This article combines circu-
lar cross-sections and rectangular cross-sections to form a hybrid cross-section
right-angle cold spray nozzle; based on the single-channel nozzle, multi-channel
nozzles are gradually studied. The results show that the three-channel nozzle has
better heating characteristics than the single-channel nozzle; it has better accel-
eration characteristics and particle utilization efficiency than the double-channel
nozzle, and the velocity flow field in the expansion section is more uniformly
distributed along the axial direction; The three-channel nozzle can make particles
flow out from the velocity center area at the exit of the expansion section, and
the particle size has the greatest contribution to velocity; the three-channel nozzle
can achieve the deposition of a variety of particle materials on the substrate, and
can also achieve the velocity conditions required for the compaction of coatings
by Al2O3 particles; the three-channel mixed cross-section right-angle cold spray
nozzle is suitable for spray deposition in compact space; the multi-channel nozzle
provides a reference for the research on cold spray nozzles opinion.

Keywords: Cold spraying · multi-channel nozzle · velocity · temperature · Al
Alloy

1 Introduction

Cold spray technology is a new type of supersonic solid-state deposition technology that
accelerates particles to supersonic speeds through accelerating media (hydrogen, nitro-
gen, helium, air), and produces plasticity through the impact between particles/substrate
and particles/particles deformation, ultimately achieving deposition of particles on the
substrate and forming an effective coating [1, 2]. Compared with thermal spraying tech-
nology, cold spraying technology has the characteristics of less oxidation, small residual
stress andmainly compressive stress, simple operation and low cost [3, 4]; it is often suit-
able for oxidation-sensitive and heat-sensitive products. Materials such as Al, Al6061,
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Cu, Ti, Zn, etc. Cold spray technology is capable of depositing metals, alloys, polymers
and mixtures [5, 9]. Cold spray technology is mainly used to repair and protect the sur-
face of parts, and is also widely used in the field of additive manufacturing technology
[10–12].

Cold spray nozzle is an important part of cold spray technology and has been widely
concerned and studied in engineering applications. The early cold spray nozzle structure
used the Laval nozzle, whose cross-section was circular. Laval nozzles usually come in
two forms: conical and bell-shaped. The difference between these two nozzles lies in the
design of the expansion section. Currently, most cold spray nozzle structures are conical
nozzles [13]. The cross-sectional shapes of Laval nozzles include circular, rectangular
and oval, as shown in Fig. 1; cold spray nozzles with circular cross-sections are more
common; cold spray nozzles with rectangular cross-sections can be used to spray thinner
rotating body specimens and workpieces; cold spray nozzles with oval cross-sections
are the rarest and extremely difficult to machine.

Fig. 1. Three different nozzle cross-sections. a: circular cross-section; b: rectangular cross-
section; c: elliptical cross-section

Single-channel axially symmetric cold spray nozzles aremore common, but there are
relatively few researchworks onmulti-channel cold spraynozzles.Hu [14] andDolmatov
[15] studied multi-channel cold spray nozzles with rectangular cross sections. The cold
spray nozzle mainly completes the part of accelerating particles, of which the speed and
temperature of the particles before they reach the substrate are the most important. The
factors that affect the speed and temperature of the particles include technical parameters
and structural parameters respectively. Technical parameters include: temperature and
pressure of gas, temperature and size of spray powder. Structural parameters: particle
inlet position and spraying angle, parameters of the throat and expansion section [16,
17]. Arndt [18] can control the contact time between the particles and the acceleration
medium by adjusting the position of the particle inlet, ensuring that the particles have a
higher temperature before reaching the substrate. The temperature of particles is a key
parameter that affects the speed. In order to obtain the target coating, the existing cold
spray nozzle has certain limitations. Therefore, this article proposes a newmulti-channel
hybrid cross-section right-angle cold spray nozzle. The technical characteristics of the
technology are that it combines nozzles with circular and rectangular cross-sections, Its
advantages are: the length of the expansion section is short, the operation is simple, and
it is suitable for spray deposition in tight space areas.

This article studies the particle acceleration and heating characteristics of single-
channel, dual-channel and three-channel hybrid cross-section right-angle cold spray
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nozzles. The multi-channel hybrid cross-section right-angle cold spray nozzle is a hand-
held cold spray device that solves the problem that some parts cannot be sprayed with
long straight cold spray nozzles. Hu [14] verified the authenticity of this problem. The
throat of themulti-channel hybrid cross-section right-angle cold spray nozzle is designed
with a multi-channel right angle, so that the internal airflow and particles can turn at the
throat. The particles passing through the throat can achieve a 90° turn under the action of
the carrier gas coupling force, and the particles continue to flow. Acceleration continues
in the expansion section of the nozzle; a new multi-channel hybrid cross-section right-
angle cold spray nozzle is studied. By analyzing the particle injection position and com-
bining the spray parameters (nitrogen pressure, temperature and powder particle size),
the acceleration after powder injection is and the influence of heating characteristics,
ultimately achieving the spraying of a variety of materials.

2 Simulation Method and Material Model and Hybrid
Cross-Section Right-Angle Cold Spray Nozzle Model

2.1 Simulation Methods and Material Models

Solidworks simulation software was used to simulate and analyze the particle flow in
single-channel and multi-channel hybrid cross-section right-angle cold spray nozzles.
Comparing the residual diagram, the κ − ε turbulence model has a better convergence
speed; comparing the mass flow error, the κ − ε turbulence model has the smallest mass
flow error, so the turbulence model is used [17]; without considering wall slip and heat
transfer, the κ−ε turbulence intensity is 2% [17]; the carrier gas is nitrogen, the pressure
inlet is 3 Mpa−5 Mpa, the pressure outlet is ambient atmospheric pressure, the initial
temperature of nitrogen is 400 K-1200 K, the inlet of the convergence section is the
pressure inlet, and the outlet of the expansion section is the pressure exit.

The purpose of developing the multi-channel mixed cross-section right-angle cold
spray nozzle is to meet the spraying needs of a variety of particles; spraying particles
Al, Al6061, Cu, Ni, Zn, Mg and Al2O3; the materials are all spherical particles, and the
particle size range is 10−40 um.

2.2 Hybrid Cross-Section Right-Angle Cold Spray Nozzle

This article focuses on single-channel, dual-channel and three-channel hybrid cross-
section right-angle cold spray nozzles; for the research method of multi-channel right-
angle cold spray nozzles refer to Hu [14], who also use computational fluid dynamics
based on single-channel Hybrid cross-section right-angle cold spray nozzle further study
on multi-channel hybrid cross-section right-angle cold spray nozzle. Figure 2 shows a
single-channel right-angle cold spray nozzle. The internal channel of the single-channel
right-angle cold spray nozzle is composed of four parts: a cylindrical section, a con-
traction section, a throat and an expansion section; the cross-sections of the cylindrical
section and the expansion section are circles. The cross-section of the constriction section
and throat is rectangular; the hybrid cross-section right-angle cold spray nozzle is a com-
bination of rectangular cross-section and circular cross-section nozzle. The diameter of
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the cylindrical section is 11.5 mm, the curvature of the lower part of the contraction
section is 97 mm, the thickness of the contraction section and the throat is 3.5 mm, the
turning radius of the throat is 6 mm, and the exit diameter of the expansion section is
6.06 mm.

Fig. 2. Single-channel mixed cross-section right-angle cold spray nozzle

3 Analysis of Single-Channel and Multi-channel Mixed
Cross-Section Right-Angle Cold Spray Nozzles

For the convenience of description in this article, the single-channel hybrid cross-section
right-angle cold spray nozzle is referred to as the single-channel nozzle; the double-
channel mixed cross-section right-angle cold spray nozzle is referred to as the two-
channel nozzle; the three-channel mixed cross-section right-angle cold spray nozzle is
referred to as the three-channel nozzle.

4 The Single-Channel Nozzle

The analysis shows that it is more reasonable for the particle inlet of the single-channel
hybrid cross-section right-angle cold spray nozzle to be located outside the turning part
of the throat; as shown in Fig. 3(a), it is a spherical Al2O3 with an inlet pressure of 3
Mpa, an initial temperature of 700K, and a particle size of 40 um. Flow conditions inside
the nozzle. It can be seen from the figure that the Al2O3 particles do not collide with the
inner wall of the nozzle, which is related to the position and angle of injection of Al2O3
particles; the velocity V1 of particle Al2O3 injection and the air flow velocity V2 are
acute angles, so the speed of particle Al2O3 in the expansion section of the nozzle is the
resultant speed is V3, as shown in Fig. 3(b). The position of the Al2O3 particle inlet is
located outside the turning part of the throat and very close to the expansion section of the
nozzle. The particles are accelerated by nitrogen, and the high-temperature nitrogen can
heat the particles. The temperature of the particles has a greater impact on the deposition
process and coating performance [16], by studying the location of the particle inlet,
thereby increasing the heating time of the nitrogen gas to the particles. Therefore, the
single-channel hybrid cross-section right-angle cold spray nozzle cannot fully heat the
particles, and the position of the Al2O3 particle inlet is not conducive to later actual
operations.
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Fig. 3. The flow of in the nozzle (a) and the velocity analysis of Al2O3 particles in the nozzle (b)

5 The Multi-channel Nozzle

Figure 4 shows a double-channel hybrid cross-section right-angle cold spray nozzle.
Block A at the throat of the nozzle divides the nozzle throat into channel A and channel
B; combined with the design experience of a single-channel hybrid cross-section right-
angle cold spray nozzle, locating the spray powder inlet of the double-channel mixed
cross-section right-angle cold spray nozzle inside the connection between the throat
and the contraction section can increase the heating time of the nitrogen gas to the
particles; expand the multi-channel mixed cross-section right-angle cold spray nozzle
the expansion length is set to 25mm to ensure that the particles have sufficient deposition
speed before depositing the substrate.

Fig. 4. The double-channel mixing cross-section right-angle cold spray nozzle

As shown in Fig. 5, the inlet pressure is 5 Mpa, the initial temperature is 600 K, and
the flow conditions of Al2O3, Al and Cu particles of different particle sizes inside the
double-channel mixing cross-section right-angle cold spray nozzle. It can be seen from
Fig. 5 that all three types of particles collide with the inner wall of the expansion section
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of the nozzle. The particles will decelerate during the deposition, which is detrimental to
spraying.When the particles enter channel B from the injection port, the particles collide
with the inner wall of channel B of the nozzle. Collision occurs because the direction of
particle injection is at an angle to the direction of air flow; collision of spray particles
in channel B is unavoidable, but particle collisions on the inner wall of the expansion
section of the nozzle should be minimized. The main acceleration stage of particles is
in the expansion section of the nozzle., otherwise it will affect particle acceleration.

It can be seen from Fig. 5 that under the same working conditions, as the particle
size increases, the earlier the particle hits the inner wall of the nozzle expansion section;
because the larger the particle size, the larger the particle surface area, the greater the
resistance encountered during the particle acceleration process. Large, indicating that
particle size is also an important factor affecting particle acceleration. In the expansion
section of the nozzle, the high-speed airflow area is biased to the right side of the
expansion section, showing an asymmetric distribution along the axial direction of the
expansion section.

Fig. 5. The flow of Al2O3, Al, and Cu particles of different sizes in the double-channel nozzle

Figure 6 shows the speed analysis of particles just entering the expansion section
of the double-channel nozzle. The nitrogen flow speed is V2, and the initial speed of
particles entering the expansion section is V1. Therefore, the actual speed of particles in
the nozzle is V3, but the speed direction of V3 it is not along the axial direction of the
nozzle expansion section, so the particles will hit the inner wall of the expansion section
during acceleration. From a theoretical analysis, the target velocity of particles in the
expansion section of the nozzle is V∗

3, so it is necessary to ensure that the carrier gas
velocity is V∗

2, so that the particles will not collide with the inside of the nozzle during
the acceleration process in the expansion section.

In order to ensure that the particles will not collide with the inner wall of the nozzle
expansion section during acceleration, block B is added on the basis of the double-
channel mixing type cross-section right-angle cold spray nozzle. The block B at the
nozzle throat divides the nozzle throat into channel B and channel C, as shown in Fig. 7,
are the specific parameters of the optimized three-channel hybrid cross-section right-
angle cold spray nozzle and throat channel. After the particles are accelerated in channel
A, theymergewith the nitrogen coming in from channel B, thereby changing the velocity
direction of the powder, ensuring that the particles will not collide with the inner wall
of the nozzle expansion section, and completing the acceleration of the particles in the
nozzle.

Al2O3 particles with particle sizes of 10 um, 20 um, and 30 um were simulated
and analyzed in a three-channel mixed cross-section right-angle cold spray nozzle. The
temperature range is 800 k−1000 K, the pressure range is 3–5 MPa, and the spraying
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Fig. 6. Velocity analysis of sprayed particles just entering the expansion section

Fig. 7. The specific parameters of the three-channel hybrid cross-section right-angle cold spray
nozzle and throat channel

distance is 20 mm. It is obtained that the velocity of Al2O3 particles before reaching the
substrate/coating, as shown in Table 1.

It can be seen from Table 1 that nitrogen pressure, temperature and particle size of
Al2O3 particles will all affect the speed of particle Al2O3 in the nozzle; Alhulaifi [19]
scholars also reached the same conclusion. The contribution rate of influencing factors
to the objective function can be studied using RSM, and the contribution rate of each
influencing factor can be obtained. From Table 1, it can be seen that the impact of Al2O3
particle size on speed is greater than the pressure and temperature of nitrogen, so it is
recommended to choose particle size. Al2O3 particles with diameters of 10 um and 20
um.
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Table 1. The velocity before the particles reaches the coating under different working conditions.

N2 Pressure/Mpa N2 Temperature/K Powder size/um Velocity/m/s

3 800 10 551.691

20 454.704

30 402.650

900 10 584.719

20 477.986

30 420.891

1000 10 607.147

20 493.696

30 433.343

4 800 10 576.308

20 479.043

30 430.683

900 10 603.584

20 498.367

30 446.833

1000 10 624.004

20 507.352

30 455.895

5 800 10 597.075

20 502.665

30 450.424

900 10 625.237

20 522.341

30 466.143

1000 10 652.233

20 590.753

30 483.301

Figure 8 shows the flow conditions of 10 um and 20 um Al2O3 particles inside
the expansion section of the nozzle under different working conditions. It can be seen
from Fig. 8 that the three-channel hybrid cross-section right-angle cold spray nozzle
can ensure that all Al2O3 particles can be smoothly ejected from the exit of the nozzle,
the Al2O3 particles will not collide during the acceleration process inside the expansion
section of the nozzle; the vast majority of Al2O3 particles flow out from the velocity
center area at the exit of the expansion section, ensuring that the Al2O3 particles are in
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the the best acceleration state; the velocity flowfield in the expansion section of the three-
channel hybrid cross-section right-angle cold spray nozzle is symmetrically distributed
along the axial direction; adding channel B can improve the recovery coefficient (K) of
Al2O3 particles in the three-channel hybrid cross-section right-angle cold spray nozzle,
the nitrogen flow of channel B can slightly adjust the outflow direction of the particles
coming from channel A, thereby improving the utilization rate of Al2O3 particles in the
spraying process and better economy.

Fig. 8. Al2O3 particles flow in the nozzle throat and expansion section under different working
conditions

6 Velocity and Temperature Analysis of Particles
in the Three-Channel Nozzle

The critical velocity of particles is the main indicator that determines whether the spray
material can be deposited on the substrate; the critical velocity is related to the material
properties and temperature; the critical velocity calculation formulas (1) and (2) can be
used to calculate the particle speed. The critical velocity of materials Al, Al6061, Cu, Ni,
Zn and Mg at different temperatures; the critical velocity of some materials are referred
to [14, 20]; as shown in Table 2.

VCritical =
√
Cp(0.7 · Tm − Ti) (1)

VCritical =

√√√√F1 · 4 · σTS ·
(
1 − Ti−Tr

Tm−Tr

)

ρ
+ F2 · Cp(Tm − Ti) (2)
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Where: Cp: the specific heat; Tm: the melting point; Ti: s impact temperature. F1 =
3.8,F2 = 0.3, ρ: the particle density, σTS: the tensile strength. Tr: the reference
temperature (293 K).

The critical velocity of Zn particles is very low. When the temperature is 400 K, the
critical velocity is 299 m/s; when the temperature is 500 K, the critical velocity is 274
m/s; therefore, the deposition of Zn particles on the substrate is easy to achieve, which
is caused by the Zn particles. The physical properties of Zn determine that when the
temperature is greater than 500 K, Zn particles will become soft, which is beneficial to
deposition.

Al particles are easy to obtain, low density, high ductility and good corrosion resis-
tance, making them the most common raw material in cold spraying; Al particle is a
very easy material to deposit when the temperature is 400 K-600 K, the deposition speed
of Al particles ranges from 517−570 m/s, and the melting point of Al particle is 900
K, so the temperature of nitrogen does not need to be too high to achieve deposition on
the substrate; research shows that some relatively minor problems appear on the surface
of pure Al coatings. Shallow craters with smooth edges [21] indicate that the surface
roughness of the pure Al coating is large, the porosity is high, the hardness is low, and
the wear resistance is poor, which seriously restricts the application of cold spray Al
coatings [22].

The critical velocity ofMg particles is higher than that of Zn particles andAl particles
when the temperature is 400 K−600 K, the critical velocity of Mg particles is 629−573
m/s.

The deposition of Ni particles is more difficult. When the temperature is 1100 K, the
critical velocity is 564 m/s; when the temperature is 1200 K, the critical velocity is 552
m/s; Ni is a high-temperature resistant material and has high hardness, so the deposition
of Ni particles is relatively difficult; Ni particles requires higher carrier gas (nitrogen,
helium) temperature.

The influence of ceramic Al2O3 on the relative coating performance [23–25], Ana-
lyzed the acceleration characteristics of Al2O3 in the three-channel nozzle has important
guidance and reference significance; Through calculation and analysis, it can be known
that the melting point of Al2O3 is very high, so the critical velocity of Al2O3 is very
large, so it is difficult to deposit Al2O3 particles; Continue to spray Al2O3 particles
on the pure Al coating with higher roughness and higher porosity, so as to reduce the
porosity and roughness of the pure Al coating surface [20]; Therefore, Al2O3 particles
can be used as a spray material for tamped and strengthened coating, and the velocity
before the collision with the coating is guaranteed to be greater than 590 m/s.

As shown in Table 2, the nitrogen pressure is 5 Mpa, the particle size is 10 um, and
the spraying distance is 20 um. The speed and temperature parameters of the particles
before they hit the substrate after being accelerated through the three-channel hybrid
cross-section right-angle cold spray nozzle. It can be seen from the parameters in Table 2
that the critical velocity is related to the physical properties of the particles, and is also
related to the temperature of the nitrogen. The higher the temperature, the smaller the
critical velocity; the criterion for determining whether the particles can be deposited is:
the speed when the particles reach the substrate greater than the critical velocity of the
particles; increasing the temperature of nitrogen can increase the velocity of the particles
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before they reach the substrate, indicating that increasing the temperature is beneficial
to the deposition of particles on the substrate.

It can be seen from Table 2 that the five types of particles are accelerated and heated
in the three-channel hybrid cross-section right-angle cold spray nozzle; nitrogen at the
same temperature, the heating effect of the sprayed particle is similar; comparing the
temperature of the particles before they reach the substrate/coating, it shows the particles
have been heated during the acceleration process in the nozzle, which will be beneficial
to the deposition process of the particles.

Combining the physical properties of Al2O3 particles, it can be seen that Al2O3
particles are a very good material for consolidating coatings; through numerical simula-
tion, the nitrogen temperature is 400 K−1200 K, and the speed of Al2O3 particles before
reaching the substrate/coating is 437−701 m/s, which can suitable for the compaction of
Cu,Mg, Al, Al6061, and Zn coatings. The simulation results show that the three-channel
hybrid cross-section right-angle cold spray nozzle can deposit a variety of materials on
the substrate.

Table 2. Velocity and temperature parameters of different particles before they deposit the
substrate after being accelerated by three-channel nozzle.

Temperature/K 400 500 600 700 800 900 1000 1100 1200

Powders

Al2O3 Vmax/m/s 437 489 532 566 597 625 652 677 701

Timpact /K 366 437 507 579 651 724 797 873 944

Ni Vmax/m/s − − − − − − 546 569 582

Vcritical /m/s − − − − − − 574 564 552

Timpact /K − − – − − − 796 874 950

Cu Vmax/m/s − − 456 481 504 − − − −
Vcritical /m/s − − 480 467 452 − − − −
Timpact /K − − 510 582 655 − − − −

Mg Vmax/m/s 487 547 602 644 − − − − −
Vcritical /m/s 630 600 570 540 − − − − −
Timpact /K 368 441 513 586 − − − − −

Al Vmax/m/s 462 518 568 − − − − − −
Vcritical /m/s 570 544 517 − − − − − −
Timpact /K 367 439 510 − − − − − −

Al6061 Vmax/m/s − 585 625 647 671 − − − −
Vcritical /m/s − 573 557 541 532 − − − −
Timpact /K − 410 526 639 756 − − − −

(continued)
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Table 2. (continued)

Temperature/K 400 500 600 700 800 900 1000 1100 1200

Powders

Zn Vmax/m/s 398 443 − − − − − − −
Vcritical /m/s 299 274 − − − − − − −
Timpact /K 368 441 − − − − − − −

Note: Vmax: Maximum velocity before the powder deposited on the substrate; Vcritical : Critical
velocity of powder deposition; Timpact : Maximum temperature before the powder deposited on
the substrate;

7 Conclusions

This article discusses, analyzes and demonstrates the structures of single-channel and
multi-channel hybrid cross-section right-angle cold spray nozzles. The research results
show that the three-channel hybrid cross-section right-angle cold spray nozzle is feasible;
the influence of spray parameters (nitrogen pressure, temperature and powder particle
size) on the acceleration and heating characteristics after particle injection is analyzed.

The three-channel nozzle has better heating characteristics than the single-channel
nozzle; it has better acceleration characteristics and particle utilization efficiency than
the double-channel nozzle, and the velocity flow field in the expansion section is more
uniformly distributed along the axial direction.

Particle size has the greatest contribution to particle velocity; The position where
particles collide with the inner wall of the expansion section is related to the particle
size. The larger the particle size, the earlier the particle will hit the inner wall of the
nozzle expansion section. The particle size is proportional to the resistance it receives.

The three-channel nozzle can correct the velocity direction of the particles that are
partially resisted by flowing inside the nozzle, thereby ensuring that the particles will
not collide with the inner wall of the expansion section during the acceleration process
of the expansion section, and the particles that are subject to resistance will all exit from
the exit of the expansion section. The velocity center area flows out, thereby improving
the utilization of the resistance received during the spraying process.

The three-channel hybrid cross-section right-angle cold spray nozzle can realize the
deposition of a variety of granular materials (Al, Al6061, Cu, Mg, Zn) on the substrate;
it can also meet the speed conditions required for the compaction of the coating by the
particles Al2O3. At the same time, the three-channel hybrid cross-section right-angle
cold spray nozzle is suitable for spraying in tight spaces. It has the characteristics of
small expansion section length and simple operation.

This article focuses on the acceleration and heating characteristics of commonly
used particles in a three-channel hybrid cross-section right-angle cold spray nozzle; later
analysis of the velocity characteristics of particles turning in the throat and the impact of
the chamfering of the edges of Block A and Block B on the throat on the nitrogen flow
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field and the influence of the acceleration characteristics of sprayed powder, a multi-
factor coupling effect was established to improve the three-channel hybrid cross-section
right-angle cold spray nozzle.
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Abstract. The research topic Unmanned Aerial Vehicle (UAV) Traffic Manage-
ment Models, Methods and Information Technology concerns the development
and testing of technologies to help control and manage UAV traffic to ensure safe,
efficient and controlled flights. This is important to ensure the safety of the skies,
as well as the efficient use of airways and to prevent collisions and conflicts. The
study includes the study of traffic management models and algorithms, as well
as the evaluation of their effectiveness and applicability in real conditions. The
study briefly describes the main aviation groups that can be involved in providing
flight traffic management, the main problems in the USA and possible problems in
Ukraine, and also considers the main ways of solving problems and implementing
a centralized, competitive system of monitoring and regulation of small aviation
elements. The main mathematical features and limitations are analyzed. The goal
of this research is to contribute to the improvement of UAV traffic management by
proposing innovative solutions and strategies. By enhancing the quality of traffic
control, the safety of airspace operations can be ensured, collisions and conflicts
can be prevented, and the efficient utilization of airways can be achieved. The
findings of this study have the potential to benefit both the aviation industry and
regulatory bodies involved in UAV traffic management.

Keywords: Traffic Management · Unmanned Aerial Vehicles · Automated
Control · Flight Path Optimization · Monitoring and Detection Systems · Air
Traffic Safety · Intelligent Flight Control · Aviation · Unmanned Aviation
Devices · Navigation · Route Planning · Efficiency · Security · Control · UTM

1 Introduction

Research Object: UTM (Unmanned Traffic Management) system.

Research Subject: Quantitative and qualitative criteria used in UTM for UAV traffic
management.

Research Goal: Understanding and analyzing the quantitative and qualitative criteria
applied in theUTMsystem to ensure safety, efficiency, and controllability of UAV traffic.
The research aims to investigate the characteristics of these criteria, their interrelation-
ships, and their impact on the operation of the UTM system. The findings of this research
can be valuable for enhancing the functionality and development of UTM systems.
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Aircraft Traffic Management (UTM) technology refers to the systems, methods and
technologies used to manage the flow of unmanned aerial vehicles (UAVs) in airspace.
This includes monitoring the UAV flight path, ensuring safe separation between UAVs
and avoiding conflicts with other aircraft. UTM technology also involves the exchange
of information between drones, ground control stations and air traffic control systems
to ensure safe and efficient operations in the airspace.

The purpose of UTM technology is to facilitate the integration of aircraft into the
airspace while ensuring the safety of other aircraft and people on the ground. UTM tech-
nology can also cover other critical functions such as flight planning and authorization,
real-time monitoring and tracking of UAVs, and incident reporting and resolution.

In addition, UTM technology can be integrated with other systems such as air traffic
control, weather monitoring and flight information systems to provide a comprehensive
solution for safe and efficient UAV traffic management.

UTM regulation is essential to ensure safe and secure integration of UAVs into
the airspace system, protect privacy and security, and standardize procedures and
technologies (Fig. 1).

Fig. 1. The tendency to increase the number of regulatory bodies for the registration of UAVs [1]

It is important for UAV operators to be aware of and comply with the regulations
and standards that apply to their operations to ensure the safe and legal operation of their
UAVs (Fig. 2).

2 The Human Factor in the UAV

U-space (or Universal systems) and UTM (or Unmanned TrafficManagement) are terms
that do not havewidely accepted or standardized definitions in the context of information
technology or aviation systems. Since these terms do not have widely known and fixed
meanings, I can provide general information about possible interpretations of these terms
that can be used in different contexts [3]. A Universal system (U-system) is a term that
can refer to a system that has a general or universal character and typicallymeans that this
system can be applied in different fields or has a wide range of applications. Unmanned
TrafficManagement (UTM) is a term that is commonly used in the context of unmanned
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Fig. 2. Basic rules and areas of impact registration on UTM [2].

aviation (UAVs) and refers to a system designed to manage and regulate UAV traffic
in airspace [4]. UTM is used to ensure the safety and efficiency of unmanned flights,
including UAV registration, route planning, obstacle detection, flight coordination, and
interaction with manned air traffic. It is important to note that these terms may have
other specific definitions or be used in different contexts, so the specific meaning of
these terms should be clarified according to the context in which they are used [5].

In the UTM system, various hardware and software components are used to ensure
the functionality and efficiency of UAV traffic management. Some of these compo-
nents include: Onboard UAV Components: These include autopilots, sensors, antennas,
transmitters, and other devices that enable the UAV to carry out missions and trans-
mit information. Ground-based Components: This equipment, located on the ground,
interacts with the UAV. It may include receivers, transmitters, radio stations, servers,
antennas, and other devices that allow for control and monitoring of the UAV [6].

Communication Infrastructure: This is the data transmission and communication
system that provides connectivity between the UAV and the UTM system. It may include
satellite links, communication networks, internet networks, radio channels, and other
means of data transmission. Servers andComputingResources:UTMutilizes servers and
computing resources for data processing and analysis, route planning, conflict detection,
decision-making, and providing information to operators and other stakeholders [7].

Geofencing Systems: These are software and hardware tools used to define and
control UAV access to specific airspace zones. Theymay include radar systems, obstacle
detection systems, identification and authentication systems, and other means to ensure
safety and collision avoidance [8].

Data Processing and Storage Systems: UTM processes large volumes of data such
as planned routes, flight information, sensor data, and other information.

Data storage systems, databases, analytical tools, and other data processing and anal-
ysis tools are used for this purpose. Considering the rapid advancements in technology
and the continuous improvement of UTM systems, the hardware and software compo-
nents may vary and evolve based on the needs and requirements of unmanned aviation
and air traffic management [9].
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The human factor is a complex and unpredictable element of U-space as it relates to
the integration of unmanned aerial systems (UAS) into airspace.

The human factor includes the behavior, decision-making, and interaction of various
stakeholders involved in the operation of UAVs, including UAV pilots, UAV operators,
air traffic controllers, and other airspace users [10].

Here are some ways the human factor affects U-space:

1. pilot error;
2. communication failure;
3. non-compliance with regulatory acts;
4. lack of awareness;
5. cyber security risks.

To eliminate the human factor in U-space, it is important to prioritize safety culture
and training for all stakeholders involved in the operation of UAS [11]. This includes
UAV pilots, UAV operators, air traffic controllers and other airspace users. Effective
communication and collaboration between stakeholders can also help reduce human
risk.

In addition, UAV regulations and standards should be constantly reviewed and
updated taking into account the development of UAS technology and operations, as
well as human factors, some studies are given in Tables 1 and 2 [12].

Table 1. Human factor of reaction to ATS

Human factor

5 min 57 s The average response time to a PBX order

1 min 52 s Median ATS order response time

37% of pilots respond to an ATS command within 1 min

Table 2. Response time from UAS pilots

Category Vt Range of speeds for
initial approach

Range of final
of speeds

Maximum speeds
for circling

С (typical
aerospace jet)

121–140 kt 160–240 kt 115–160 180

The distance
traveled in 1min
52s

3.76–4.36 nm 4.98–7.47 nm 3.58–4.98 5.6 nm

The distance
traveled in 5 min
57 s

12–13.88 nm 15.87–23.8 nm 11.4–15.87 17.85 nm
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The integration of theDroneradar applicationwith the PansaUTMsystem (accredited
for operational use) provides most of the U1-U3 services. Among them, in particular, it
should be noted:

1. Information about the possibility of a flight at a given place and time [13];
2. two-way non-verbal communication between civil and military air traffic services

and the UAS pilot;
3. dynamic reconfiguration of airspace;
4. the ability to submit an operational flight plan where required (for example, in CTR,

at a selected time). The Droneradar application informs when and where to submit
an operational flight plan;

5. the possibility of automatic flight acceptance at the strategic and tactical levels;
6. air traffic services have the opportunity to make decisions regarding the capacity of

selected airspace elements (segments) [14];
7. the possibility of strategic integration with various stakeholders such as LAU (local

administrative units) – the flight plan will be adopted after its approval by all
stakeholders;

The development and implementation of UTM technology is critical to the develop-
ment of the drone industry and safe integration into the airspace. It is an important area
of research and development for governments, organizations and companies around the
world [15].

The technology of managing the traffic of unmanned aerial vehicles in Ukraine is
necessary to improve the safety and efficiency of flights of small aviation elements.
It will help manage traffic, adjust altitude and flight course, eliminate crossing routes
and collisions, improve take-off and landing processes and manage other factors that
affect the safety and efficiency of flights. It can improve the effectiveness of UAVs in
various applications such as delivery, monitoring and data collection, survey and damage
assessment, as well as defense and security [16].

3 Mathematical Methods and Models that Can Be Applied to UAV

The architecture between the lower-level control and the higher-level control of UAVs
may vary depending on the specific implementation of the system. However, the overall
architecture can include the following levels: Low-Level Control: This level is respon-
sible for direct control of the UAV, ensuring its stability and flight safety [17]. It handles
basic operations such as stabilization, autopiloting, navigation, and executing commands
from higher-levels. Mid-Level Control: This level performs tasks related to route plan-
ning, coordination, and conflict resolution among UAVs. It determines optimal routes
to achieve flight objectives, avoid obstacles, and interact with other UAVs and aerial
objects. High-Level Control: This level is responsible for higher-level strategy and
decision-making. It involves mission planning, resource allocation, traffic management,
and coordination with the UTM system [18]. The high-level control may include func-
tions such as automatic airspace zoning and decision-making regarding flight safety and
reliability. These levels interact with each other, transmitting information and commands
from the higher level to the lower level for UAV control. Each level has its functionality
and responsibility, contributing to efficient and safe UAV management [19] (Fig. 3).
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Fig. 3. US-based UTM architecture

Mathematical methods are used in UAV traffic management technologies to analyze,
plan and optimize routes, assess risks and spatial resources, predict weather and other
external conditions, as well as to solve control and management tasks. This may include
the use of optimization algorithms, statisticalmethods,mathematicalmodeling and other
tools [20].

The purpose of these methods is to ensure maximum efficiency, security and
efficiency in traffic management.

Some examples of mathematical methods used in traffic management are the method
of optimal route planning, the A* algorithm, Bellman-Ford and Johnson-Lee, Dijkstra.

The optimal route planning method is used to plan the route considering many
constraints such as geographical, energy and time constraints. This method uses math-
ematical programming to find the optimal route that minimizes energy expenditure or
flight time.

The algorithm for calculating the optimal route can depend on many factors, such as
weather conditions, flight altitude restrictions, geographical restrictions, obstacles, etc.
However, some of the basic mathematical methods that can be used in solving this task
include:

Optimization methods: For example, the use of optimization algorithms, such as
the modified Dijkstra algorithm (most often, this algorithm is the basis for building an
optimization route and selecting the best alternatives from the existing ones) or the A*
algorithm for calculating the optimal route by minimizing time or distance:

Ys,t − Ymin ≥ 0, Dmax − Ds,t ≥ 0, Jmax − Js,t ≥ 0, Xs,t − Xmin ≥ 0,

Xe − ln(1 − Ze)
(1)
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In Dijkstra’s initial algorithm, the label of the j-th node, which can be reached from
node s through the vessel node i, has the form [Rs,j, i], where the value of the cost Rs,j,
corresponding to the given path, is additive and is calculated by the formula:

Rs,j = Rs,i + Ri,j. (2)

The Rs,j rib cost, Ri,j – the value is taken with the label and node.
These formulas give an extended representation of the Dijkstra’s algorithm and also

provide a basis for representing future UAV trajectories in the form of a graph with
edges.

Unmanned aerial vehicle (UAV) traffic management techniques may include the use
of flight models, route planning, condition monitoring, and positioning using GPS.

In unmanned aerial vehicle (UAV)mathematical models, various formulas and equa-
tions can be used to simulate and analyze various aspects of UAVflight, such as air traffic
control, routing, collision avoidance, and communication network design. Here are some
examples of equations that can be used in these models [21]:

– linear and non-linear programmingmodels to optimize flight routes, fuel consumption
and safety constraints;

– differential equations for modeling the dynamic behavior of UAVs in air space;
– stochastic models for assessing collision probability and safety risks;
– graph theory models for analysis of communication networks between UAVs and

ground control stations;
– control theory models for designing control algorithms for UAV guidance and

navigation.

These mathematical models can aid in data-driven decision-making and improve the
safety and efficiency of UAV traffic control systems.

4 Conclusions

In this work, the main features and characteristics of UAV traffic control systems were
considered. The main restrictions and existing laws are considered, as well as legal
details related to the peculiarities of the operation of the UAV.

Also analyzed are the key limitations of potential pilots (the so-called human factor),
namely the reaction speed of drone operators.

The key features of the drone industry, the reasons for its development, as well as
areas for future growth and possible legal justifications for this are analyzed.

The regulatory bases that have changed over the past 5–10 years along with the laws
that regulate this or that action is given.

The key algorithms are considered, which can be presented as a basis for potential
development and used as a basis for future traffic control systems.
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Abstract. This article examined design options for high-speed Turbogenerators
of medium and high power. Particular attention was paid to the operating features
of the generator cooling system. The probabilities of occurrence of emergency
situations at electric generators of power plants caused by failures of various types
are given, based on the results of statistical data processing. The detailed analysis
of the design of the brush-holders device of Turbogenerators was carried out. The
factors influencing the design of brush-holders are indicated. The main causes
of damage are considered and the ways of development and improvement of the
existing design structure are determined. The analysis of the calculation methods
of the ventilation and heat removal systems was carried out. The temperatures
values were obtained as the result ofmodeling the brush-holder thermal state in the
SolidWorks Flow Simulation environment. The principles of three-dimensional
calculation of the thermal state of the brush-holders device of Turbogenerators in a
three-dimensional formulation by the CFD method using the results of analytical
calculations are considered.

Keywords: Turbogenerator · Brush-Holders Device · Three-Dimensional
Calculation · Thermal State · Ventilation

1 Introduction

Modern global worldwide trends in the design of electric machines require revision and
improvement of existing design and calculation methods. The use of three-dimensional
approaches to calculating the stress-strain state of design structures provides wide
opportunities for improving structures, increasing their reliability and reducing mass.

Thermal and Nuclear Power Plants, which are equipped with high-speed Turbo-
generators, mainly of medium and large power, currently occupy a significant part of
electricity production all over theworld.Usually, Turbogenerators aremade in a two-pole
version, which corresponds to a rotation speed of 3000 rpm for a current frequency in
the network of 50 Hz, or 3600 rpm for a current frequency in the network of 60 Hz. Four-
pole Turbogenerators are also sometimes found. Such a high rotation speed imposes its
limitations on the design and operation of Turbogenerators. High rotation speed and, as
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a result, high mechanical stresses determine the design of the rotor in the form of a long
cylinder made of high-alloy steel with increased mechanical and magnetic properties.
Large mechanical stresses arising from centrifugal force in the teeth and body of the
rotor, and especially in the retaining rings, limit the diameter of the rotor, which for a
rotation speed of 3000 rpm cannot exceed 1200–1250 mm.

The cooling system of active and constructive parts of the machine also has a great
influence on the design. Low power Turbogenerators are characterized by air cooling,
which ensures simplicity of design and maintenance. Turbogenerators of higher power
are usually made with hydrogen and liquid cooling, and the design and principle of
operation of the cooling system of these machines of different manufacturers can differ
significantly from each other.

Turbo generators of medium and high power always have a closed cooling system,
in which the cooling conductor (air, gas, distillate or oil) of the machine, while the
cooling conductor itself is heated. The need for a closed system is dictated by strict
requirements for the condition of cooling media: cleanliness, electrical and chemical
properties, moisture content, etc. Heat-exchange devices are installed in a closed cooling
system. In these devices, which are fed with technical water, losses from the cooling
media of the Turbogenerator are diverted to the technical water. At the same time, the
cooling conductor lowers its temperature to rated temperature, and the technical water
heats up.

Usually, heat exchangers are designed in such a way that at rated temperature of cold
technicalwater entering them,which is equal to 33 °C, rated temperature of the cold cool-
ing conductor in the Turbogenerator is 40 °C, but for the location of the Turbogenerator
in a tropical climate, these temperatures can be higher.

In Fig. 1 the general view and main components of a Turbogenerator with a water-
hydrogen cooling system rated 250 MW is shown.

Fig. 1. Design of Turbogenerator rated 250 MW
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Let’s consider the design of serial Turbogenerators in more detailed way.
The middle part of the stator consists of three coaxially arranged orthotropic layers,

which includes:

1) the welded frame is a thin cylindrical shell with frames and stringers namely tighten-
ing prisms, made of steel. At both ends of the prisms there are pre-stressed threaded
tails that are under significant dynamic and thermo-mechanical loads. The number
of such tails is more than fifty;

2) the core is manufactured of magnetically conductive compressed ring segments made
of sheets of electro-technical orthotropic steel, interspersed with the same segments
made of fiberglass, in the axial direction the core is fixed with the help of pressing-
down flanges, the thickness of the core can be compared to its diameter;

3) the slot part of the bar winding is made of copper conductors interspersed with copper
tubes for coolant (dis-tilled water), with insulation based on a mineral-polymer basis.

The rotor, asmentioned above, is a steel cylinder with grooves inwhich the excitation
winding is located. The rotor winding (excitation winding) consists of trough-shaped
conductors forming axial channels through which the cooling gas passes. Retaining
rings of the rotor are designed to absorb centrifugal forces from the face end parts of the
excitation winding. At the working end of the rotor shaft there is a coupling, which is
designed to connect the rotor to the turbine shaft.

At the face end parts of the stator there are ducts in which gas coolers are located.
Shields are attached to the ducts, which are a support for sliding bearings.

For the complete serviceability operation of the Turbogenerator, it shall be equipped
with support systems, namelywith excitation system, awater system, a hydrogen system,
an oil system and a thermal control system.

The excitation system is for feeding of the rotor winding with direct current and
control this current according to the required law depending on the operatingmode of the
Turbogenerator. Modern Turbogenerators are usually equipped with thyristor excitation
systems. The excitation current of the Turbogenerator is automatically adjusted when the
load changes (both active and reactive) in accordance with the set control characteristics.

In the case of a sharp decrease in generator voltage or oscillation of generators, which
usually occur during emergency situations in the electrical network, a rapid increase in
excitation current (forcing) compared to the rated one is required to keep the generator
in parallel operation with the rest of the system. The excitation forcingmode is a difficult
mode for the generator, since the excitation current during forcing can exceed twice the
nominal values. The duration of forcing should usually be limited to 10–30 s.

Water, hydrogen and oil systems are designed to provide the Turbogenerator with
distilled water (which serves to directly cool the stator winding), hydrogen (which fills
the internal volume of the machine to remove losses in other parts of the generator) and
oil (which provides lubrication and cooling of the bearings) respectively. All specified
types of cooling media require cleaning during operation to ensure their regulatory
parameters.

The thermal control system is designed to control the temperatures of the active
parts of the generator and its cooling media in order to check the compliance of these
temperatures with the requirements of regulatory norm documentation and to prevent
emergency situations caused by high temperatures.
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For Turbogenerators of large and medium power, one of the most difficult com-
ponents to design is the brush-holders device (BHD). Ensuring the operability of all
elements of the brush-holders device (BHD) requires a wide range of knowledge from
the design engineer in various scientific fields, because the design includes both highly
loaded contact electrical connections (slip rings in combination with the rotor cur-
rent supply) on the rotor rotating at high speed, as well as structural elements of the
brush-holders device (brushes, brush-holders, ventilation system), which shall ensure
uninterrupted operation and convenient and quick adjustment and regulation.

From the diagram of typical emergency situations (see Fig. 2), which was built based
on the results of statistical processing of data on the occurrence of emergency situations
at electrical generators of power plants caused by failures of various types, it can be seen
that 14% of all failures are caused by brush-holders devices [1, 2]. Such a sufficiently
high rate of failures indicates that increasing the reliability of this unit is an urgent task
today, because the phenomena occurring in working of the brush-holder device are quite
complex and require further study.

Fig. 2. Data Diagram on the Occurrence of Typical Emergency Situations of Electric Generators

According to statistical data, themain reasons for failures of the brush-holders device
are:

– circular fire;
– heating of slip rings above the maximum permissible value;
– uneven wearing out of brushes;
– local beating of slip rings;
– vibration and chipping of brushes;
– reduction of insulation resistance below the maximum allowable value.

An important feature of the brush-holders device design is that when performing the
thermal calculation, it is necessary to solve the thermal problem with three types of heat
release: electrical losses in the classical setting, losses due to the friction of the brushes
against the slip ring and additional losses caused by the action of parasitic currents. In
papers [3–5], the main methods of calculation and design of the brush-holders device of
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electric machines of similar types are described, but they do not allow establishing a real
picture of the thermal state of the brush-holder device in a three-dimensional form. In
this regard, in order to meet the requirements of reliability and operation, it is expedient
to review the existing methods in order to implement the solution in software complexes
using CFD methods.

2 Design and Purpose of the Brush-Holders Device

The brush-holders device is the unit which provides direct current supply from the sta-
tionary current-carrying parts of the excitation circuit to the rotating excitation winding
of the generator rotor by means of a sliding contact.

Thebrush rocker (thefixedpart of the brush-holders device) is a ringbusbars onwhich
brush-holders with sliding contact brushes are installed. The number of brushes installed
on each pole of the brush-holders device is determined by the maximum excitation
current of the rotor winding and the permissible current of the brushes.

The slip rings (rotating part of the brush-holders device) are installed on the rotor
of the Turbogenerator, they are electrically isolated from the rotor shaft and from each
other. The slip rings are connected to the rotor winding of the Turbogenerator by means
of a current drain, which usually passes through the central hole of the rotor. Slip rings are
made of special hard wear-resistant steel and are hot-fitted onto a steel sleeve insulated
with micanite or fiberglass, which in turn, is fitted onto the shaft. In some designs, slip
rings are fitted to the insulated end of the shaft without a steel intermediate sleeve.

The thermal mode of the slip rings is very stressed, mainly due to high frictional
losses of the brushes against the slip rings. Therefore, slip rings are equippedwith special
channels, and if necessary, with individual fans. On the outer surface of the slip rings,
a helical cut of a rectangular profile is made to improve the working conditions of the
brushes: without such a cut, due to the high rotational speed, due to viscosity, air shall be
sucked under the brushes, which will detach the brushes from the slip ring. In addition,
the cutting slightly increases the cooled surface of the ring.

In accordance with the requirements of regulatory norm and technical documenta-
tion, the working time before failure of the Turbogenerator shall be 27,000 h, and the
service life, subject to compliance with the terms and scope of scheduled inspections
and repairs, shall be 40 years. At the same time, its maneuverability indicators are:

– 104 stop-start cycles during the entire service life, but no more than 330 during one
year;

– 2·104 unloading and loading cycles for the entire service lifewithin the full adjustment
range.

– The same requirements apply to the brush-holders device, as a component part of the
Turbogenerator.

– General technical requirements to the brush-holders device are as follows:
– uniform arrangement of brushes along the surface of the slip ring and ensuring the

same pressing force of all brushes during the entire period of operation;
– ensuring the conduction of the rated excitation current at the rated excitation voltage

(including in the case of excitation forcing of a given value and duration) with a min-
imum voltage drop during the switching process, without overheating and electrical
breakdown;
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– ensuring of mechanical strength of rotating elements of the brush-holders device at
maximum rotational speed of the rotor;

– installation of resistance temperature detectors of the brush-holders device elements;
– diagram of ventilation system of the brush-holders device shall be opened with the

intake of cooling air from the machine room and the release of heated air back into
the machine room.

Modern trends in the design of the brush-holders device also provide for the following
technical solutions:

– the presence of a corrosion-resistant coating of the traverse busbars;
– the presence of a place to install an insulated brush on each polarity for the possibility

of monitoring the condition of the insulation;
– equipping with quick-removable brush-holders;
– connection of the excitation busbar to the crossbar busbars in two points to reduce

the unevenness of the current between the brushes;
– installation of brushes on the slip ring with an offset (in “staggered” order).

In Fig. 3 the general view of Turbogenerator rated 200 MW with a brush-holders
device is shown.

Fig. 3. General View of Turbogenerator with the Brush-Holders Device

3 Factors Affecting the Calculation of the Brush-Holders Device

On Turbogenerators of high and medium power, unipolar electric brushes of the EG4
brand or monopolar electric brushes of the 611OM brand were traditionally used on the
positive pole and EG2AF on the negative pole.

However, in recent years, modern electric brushes LFC 554 produced by the Mersen
company have become widespread, both for new brush-holders device and for replacing
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brushes on existing equipment. These brushes are made from natural, artificial graphite
and coal tar. To obtain a good consistency, this mixture is baked in an oven at 1000 °C,
the resulting material has a light structure, low density and low electrical resistance.

Physical characteristics of the brush material: density – 1.25 g/cm3, specific resis-
tance – 2,000 μ� cm, bending strength – 10 MPa. Recommended operating conditions:
current density is from 6 to 13 A/cm2; peripheral speed is up to 100 m/s; pressing force
is from 110 to 180 gf/cm2; temperature is 40…80 °C.

During the operation of the same brush, the electrical and thermal characteristicsmay
change depending on the technical condition of the brushes. Thus, the thermal calculation
shall take into account these factors to ensure reliable operation with a sufficiently long
service life of the brushes.

Let’s consider the given Diagram for calculating of the spot of contact of the brushes
in the brush-holders device (see Fig. 4). This important characteristic depends on the
grade of graphite brush, electrical contact and film [6]. The film is a complex mixture
of metal oxides, carbon and water, which forms on the annular sliding surface. The
properties of the film and the quality of the contact are affected by the following factors:

– temperature, pressure and humidity of the environment;
– the presence of polluting impurities;
– sliding speed;
– pressure on the brushes;
– the amount of current transmitted by the brush-holders device.

Fig. 4. Calculation Diagram of the Contact Spot

Table 1 shows typical values of contact voltage drop reduction obtained under specific
operating conditions of Mersen brushes. The data are listed for each of the brush types
and grouped into five categories: from “extremely low” to “high” one.

In order to provide the carbon brush work without overheating, it is necessary that
its friction coefficient μ be low and constant over time. However, this coefficient does
not have a normative value and is the result of many factors that depend on the quality
of the carbon brush, the rotor rotation speed, the operating conditions of the slip rings
and the environmental conditions. In this way, it is impossible to set the exact value of
μ for the calculation of the brush-holders device, and it is only possible to provide an
approximate range of values. However, this is sufficient for most practical numerical
calculations or projects.
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Table 1. Pressure drop value in the contact and friction coefficient

Designation Value Pressure drop, V Friction Coefficient, μ

E Significant >3 μ > 0.20

M Average 2.3…3 0.12 < μ < 0.20

B Low 1.4…2.3 μ < 0.12

TB Very Low 0.5…1.4 –

EB Extremely Low <0.5 –

The problem of analytically solving the problem of calculating the non-stationary
temperature field in the microcontact zone was considered in paper [7]. When creating
a simulation model of electrical-frictional interaction, the task of non-stationary heat
transfer of each contact element of the transition surface of the spot was solved. In Fig. 5
the Diagram of determining of the microcontact spot is shown.

Fig. 5. Model of MicroContact Spot

Using the COMSOL Multiphysics environment, the authors developed a non-
stationary three-dimensional model of an electrical microcontact (see Fig. 6) and pre-
sented the results of a numerical experiment that showed the fundamental possibility of
building a multifactor model. However, at present, this task can be solved only for an
individual case and cannot be extended to the entire brush-holders device.
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Fig. 6. Three-Dimensional Model of MicroContact in COMSOL

4 Example of Calculating the Thermal State of the Brush-Holders
Device

Consider the formulation of the problem of the cooling system.
During operation of the generator, the temperature of parts and assemblies increases

due to the influence of currents and friction. However, for all elements, including the
shield, there is a limit temperature, exceeding which is unacceptable due to the possible
failure of the entire electric generator. A system of forced ventilation of the air defense
system is used to ensure a proper stable temperature mode of operation of the brush-
holders device. The complex shape of the bodies flowing around the flow, the speed
modes of the gas flow, the presence of rotating units requires consideration of the flow
as a non-laminar conductor. At the same time, relatively small values of the pressure in
the working chamber (usually easy access to the brush-holders device shall be provided
directly from the machine room of the power plant, i. e. the pressure is 1 atm.) and the
ventilation speed make it possible to consider the cooler as an incompressible gas.

The laws of conservation of energy for a gas flow in a Cartesian coordinate system
that rotates with an angular speed � around the axis passing through the origin of the
coordinate system can be written in the following form:

∂p
∂t + ∂

∂xi
(pui) = 0,

∂pui
∂t + ∂

∂xi
(puiui) + ∂p

∂xi
= ∂p

∂xj
(τtj + τRtj ) + Si,

∂pH
∂t + ∂puiH

∂xi
= ∂

∂xj

[
ui

(
τij + τRtj

)
+ qi

]
+ ∂p

∂t − τRtj
∂ui
∂xi

+ pε + Siui

H = h + u2
2 ,

(1)

where u – is flow rate; h – is flux density vector; p – the pressure; H – the potential
energy; ρ – the liquid density; ν – the kinematic viscosity; f – the external force acting
on the liquid.
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The equations are supplemented by expressions of the state of the gas, which deter-
mine the nature of the gas, and empirical dependences of the density, viscosity, speed,
and thermal conductivity of the gas depending on the temperature.

The Navier-Stokes equation has the form:

d�u
dt

= −(�u · ∇)�u − 1

ρ
∇�p + v��u + �f (2)

The Navier-Stokes equation is supplemented by the continuity equation:

∂ρ

∂t
+ div(ρ�u) = 0 (3)

Thus, a system of four equations is obtained for a laminar fluid: three Navier-Stokes
equations in projections on the axis and continuity equations for four unknowns: three
components of the speed vector and hydro-dynamic pressure.

To describe the turbulent regime, the Reynolds decomposition is used, according to
which the arbitrary value x can bewritten as the sum of its average value x1 and deviation
x′
i:

xi = xi + x′
i (4)

As a result, we get the averaged as per Reynolds Navier-Stokes equations, which are
also called the Reynolds equations, as well as the averaged continuity equation.

The continuity equation for an incompressible fluid has the form:

∂ui
∂xi

= 0 (5)

Then for the average speed u1:

∂ui
∂xi

= 0 (6)

If we subtract the last two equations, we get the continuity equation for deflection:

∂u′
i

∂xi
= 0 (7)

In this way, you can write the equation in components:

ρ
∂ui
∂t

+ ∂

∂xj

(
ρuiuj

) = ρgi +
∂σij

∂xj
, (8)

where σij – is stress in the liquid, determined by the formula:

σij = −pδij + μ

(
∂ui
∂xj

+ ∂uj
∂xi

)
, (9)

where δij – is Kronker’s delta function defined as:
{

δij = 1, i = j
δij = 0, i �= j

(10)
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Using the Reynolds decomposition, the general equation can be written in the
following form:

ρ

(
∂ui
∂t

+ uj
∂ui
∂xj

)
= pgi + ∂

∂xj

(
σij − ρu′

iu
′
j

)
(11)

This equation is known as the Reynolds equation. This equation is quite similar to the
Navier-Stokes equation and differs only in the additional component on the right-hand
side ρu′

iu
′
j. This component is called the Reynolds stress and is a symmetric second-

order tensor consisting of six independent components. Thus, for a turbulent fluid there
are still the same four equations and already ten unknowns: three velocity components,
hydrodynamic pressure and six Reynolds stresses.

To close the systemof equations, it is necessary to determine the relationship between
the Reynolds stresses and the parameters of the averaged flow. This relationship is deter-
mined using various turbulence models. One of these models is the standard turbulence
model k–ε, where the concept of turbulent viscosity is introduced:

−ρu′
iu

′
j = μt

(
∂ui
∂xj

+ ∂uj
∂xi

)
(12)

Next, we proceed directly to obtaining the standard k-ε model from two equations,
which is currently considered as a standard model for describing turbulence and solving
engineering problems. In this model, two important concepts are introduced namely
generation P and dissipation ε. The physical meaning of the generation of turbulence
P consists in the generation of new vortices and pulsations, which form turbulence.
Dissipation ε, on the other hand, is the dissipation of large eddies into smaller ones,
leading to flow averaging and turbulence reduction. Two transport equations allow con-
sidering turbulence in space and time. This model is semi-empirical and is based on a
phenomenological approach and experimental results.

After multiplying the Reynolds equation by uj and performing simple algebraic
transformations, we obtain:

∂tu′
iu

′
j + uk∂ku′

iu
′
j = − 1

ρ

(
u′
j∂ip + u′

i∂jp
)

− 2v∂ku′
i∂ku

′
j

−∂ku′
ku

′
iu

′
j − u′

ju
′
k∂kui − u′

iu
′
k∂kuj + v∇2u′

iu
′
j

(13)

Let’s define the kinetic energy of turbulence as k = 0, 5u′
iu

′
j and substitute it in the

last equation, taking i = j:

∂tk + uk∂kk = −1

ρ
∂iu′

ip − v∂ku′
i∂ku

′
i −

1

2
∂ku′

ku
′
iu

′
i − u′

iu
′
k∂kui + p∇v (14)

The second addend on the right side of the resulting equation is responsible for
energy dissipation:

ε = v∂ku′
i∂ku

′
i (15)

While the fourth addend of the right-hand side of the resulting equation is the
generation Р:

P = −u′
iu

′
k∂kui (16)
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Next, it is assumed that:

−∂j

(
1

2
u′
ju

′
iu

′
i −

1

ρ
u′
jp

)
≈ ∂j

(
vT∂jk

)
(17)

Thus, it is possible to write the following equation of kinetic energy k:

∂tk + uj∂jk = P − ε + ∂j

((
v + vT

σk

)
∂jk

)
, (18)

Where σk – is the parameter, which provides necessary dimensionality for addend with
νT. Usually accepted σk = 1.

Similarly, the equation for dissipation ε is written:

∂tε + uj∂jε = C′
1εP − C′

2εε

T
+ ∂j

((
v + vT

σε

)
∂jε

)
, (19)

where T = k/ε provides the necessary dimensionality, and constants C′
1ε,C

′
2ε, σε are

input, as the form of the last equation is only assumed but not derived analytically.
Solving the problem of determining the thermal state of the brush-holders device

was carried out in several stages:

1. Determination of heat release.
2. Determination of pressure characteristics of the fan.
3. Development of a three-dimensional model.
4. Calculation of the thermal state.

The specific resistance of copper adopted in the calculations is 1.75·10−8 �·m at a
temperature of 15 °C, and the specific resistance of steel is 1.3·10−7 �·m at a temperature
of 15 °C.

The calculated total losses, which are removed by air, are 10050 W. Calculation of
losses was carried out by an analytical method according to the methodology [8, 9].

The calculation of the pressure characteristic of the fan was carried out by the
analytical method [10].

Calculation parameters of the centrifugal fan:

– fan static pressure 1800 Pa;
– air rated loss 2,26 m3/sec.;
– air speed at the fan inlet 23 m/sec.;
– air speed at the fan outlet 65 m/sec.

Calculation of air movement and thermal state of the brush-holder device was per-
formed in a three-dimensional setting using the Solid Works Flow Simulation software
application package, which allows numerical simulation of internal and external flows
with liquids or gases. In order to model the flow, the solution of the Navier-Stokes equa-
tions for the movement of a viscous liquid in a three-dimensional setting, mediated by
Reynolds and supplemented by the k-ε-model of turbulence, is used. Sufficient accuracy
of this module allows it to be used to solve most engineering tasks. The main methods
and description of the mathematical apparatus used in SolidWorks Flow Simulation are
presented in [11–13].



Mathematical Modeling of the Thermal State of the Brush-Holders Device 87

Modeling of air flow movement in the body of the brush-holders device was carried
out with standard settings of the detailing of the calculation grid with additional thick-
ening in narrow channels. Such parameters make it possible to determine with sufficient
accuracy the features of the flow caused by the complexity of the flow part.

The following values by volume were chosen as criteria for the convergence of the
solution: minimum, average and maximum static pressure, average mass flow rate; on
the specified surfaces namely the average heat flow. The calculation was performed until
the convergence criterion was reached and at least three blowing out of the calculation
area were carried out.

In Figs. 7, 8 and 9 shows the Diagrams of pressures, cooling air speeds, and temper-
atures for the rated operating mode of a 200 MW Turbogenerator. The flow inside the
brush-holders device (BHD) is turbulent. There are no air blocking zones.

Fig. 7. Diagram of Air Temperatures in Steady State Operation Mode

In the design of the brush-holders device insulating materials of the heat resistance
class F are used, for which the maximum permissible temperature is 155 °C. At the
same time, the permissible temperatures are usually taken a class lower compared to the
insulation used, i.e. in this case according to heat resistance class B (120 °C).

The temperature values, obtained as a result of the simulation of the thermal state
of the brush-holders device in the Solid Works Flow Simulation environment, satisfy
the requirements for the designed new electric machines. The calculation error does not
exceed the measurement error, which allows to evaluate the serviceability of the brush-
holders device at the design stages, and the obtained values do not exceed the maximum
permissible temperatures according to IEC 60034-1 [14] for slip rings.
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Fig. 8. Diagram of Air Speeds in Steady State Operation Mode

Fig. 9. Temperature Diagram in Steady State Operation Mode

The temperature distribution values obtained from the results of the analysis of the
thermal state can be used for further calculations of the mechanical stress state of the
elements of the brush-contact device in a three-dimensional setting to determine thermal
stresses [15–18].

In particular, thermal stresses shall be taken into account when calculating the
stressed-strain state of slip rings, which during operation are under the influence of
centrifugal forces due to the rotation of the rotor. A characteristic feature of this unit is
also the possibility of a gradual reduction during operation of the outer diameter of the
slip rings under the action of frictional forces and in the case of restoring the quality
of the surface of the slip ring by boring during the repair of the Turbogenerator. Such
a decrease in diameter accordingly mixes the cross-section of the ring and leads to an
increase in stresses, which shall also be taken into account during calculations.
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For stationary parts of the brush-holders device, the issues of ensuring strength are
not so important, because usually such structures shall first of all provide sufficient
rigidity to prevent increased vibration, due to which significant reserves of strength of
the elements are provided. However, thermal deformations in some elements can affect
the frequency of natural oscillations of the structure, which shall be taken into account
during the corresponding calculations.

5 Discussion

The problem of determining the thermal state of the brush-holders device in a three-
dimensional setting, taking into account heat release caused by electrical andmechanical
influences is solved in the paper. A combination of the analytical method of calculation
with the solution in a three-dimensional formulation by the CFDmethod using the Solid
Works Flow Simulation software complex is proposed.
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Abstract. Aluminum honeycomb cores are usually formed after assembling of a
block of roll foil, its gluing and stretching into the hexagonal cell. In the process
of the block formation, shrinkage stresses and deformations arise on the faces of
honeycomb cells because of adhesive shrinkage and effect of the temperature field.
Such stresses and deformations lead to a significant decrease in the mechanical
characteristics of the honeycomb core and sandwich structures based on it. For the
hobe block, we performed finite-element modeling of its stress-strain behavior,
arising because of adhesive shrinkage and significant difference in the coefficients
of linear thermal expansion of adhesive and foil, and identified the main reason
for the occurrence of the technological camber of honeycomb core faces having a
large impact on their stability during loading. Themethod of analysis of this type of
honeycomb cell defect has been developed. Our findings allowmaking the quanti-
tative assessment of the technological camber of honeycomb faces and giving the
reasonable recommendations to standardize its tolerance band. The recommen-
dations provide the fixed level of shrinkage deformations and the corresponding
coefficient of linear thermal expansion at different moulding temperatures. It is
shown that by choosing adhesives with less shrinkage and lower coefficient of
linear thermal expansion of material of the adhesive being cured at relatively low
temperatures, tolerance band for the relative technological camber can be regu-
lated within 0…1.4. Results of the work allow solving a number of new problems
in the technology of assembling honeycomb structures for the various classes of
equipment.

Keywords: Camber of honeycomb faces · Adhesive · Foil · Thermal expansion

1 Introduction

The priority in the improvements of modern aerospace, automotive, railway and ship-
building engineering is given to the reduction of structures’ weight [1–3]. Wide oppor-
tunities for the significant reduction of weight of various objects are created by using the
sandwich structures with honeycomb cores [4, 5]. These honeycomb structures consist
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of thin composite face sheets and aluminium honeycomb core comprising a set of even
thinner walls [6]. However, quality of the honeycomb core, its functional properties and
their stability are determined by its manufacturing technology [7, 8]. The honeycomb
core manufacturing has become an independent industry, serving the consumers in var-
ious fields of technology, including up to 70% of honeycombs of various materials used
in aerospace engineering [9]. In addition, the highest demands are made on the hon-
eycomb cores for aircraft structures [10, 11]. The pronounced technological heredity
of honeycombs, resulted from technological imperfections or defects, leads to integral
changes in the predicted properties of the honeycomb core itself and deviations in the
bearing capacity of a sandwich structure based on it [12].

In this regard, there is an urgent problem of the development of scientifically
grounded methods for standardizing the production tolerances for the main parame-
ters of the process of manufacturing of honeycomb cores for the structures of various
classes of equipment. The purpose of this study is to develop a method for analyzing the
defects in the honeycomb cell shape associated with the parameters of the hobe block
forming mode, which have the largest impact on the nominal mechanical characteristics
of the honeycomb core.

2 Literature Review

A number of papers cover the systematic study of typical technological defects of hon-
eycomb cores. The paper [13] provides the parametric study of the impact of various
structural defects on themechanical characteristics of honeycombs. To reduce the impact
of defects, the paper proposes the computer vision methodology to monitor the defor-
mation of each cell of the honeycomb core. Simultaneous joint curing of the face sheets
and honeycomb core to eliminate the defects arising in the process of honeycomb struc-
tures’ assembly by gluing is proposed in [14]. The paper [15] contains the results of
studies of the possibilities to consider the technological imperfections of honeycombs in
the design of honeycomb structures. A technique for optimization of tolerances for the
manufacturing of honeycomb core of a sandwich panel ensuring the specified bearing
capacity of the structure has been proposed. However, this approach to standardization
of tolerances for the parameters of the honeycomb cell shape is not focused on the tech-
nological capabilities of performance of the relevant operations in the honeycomb core
manufacturing process. Instead, it is aimed at securing the regulated deviation of the
bearing capacity of a specific honeycomb structure. The impact of various structural
defects of the honeycomb core on strength of the structure is studied in [16] with the use
of finite-element modeling, but the proposed technique can be extended to other types
of honeycomb structures with certain adjustments only. Approximation methods for
assessment of the impact of various structural defects of honeycombs on the honeycomb
structure strength are developed and proposed in [17, 18]. Reliability of the results is
confirmed by finite-element modeling. Most of the works reviewed contain the results of
studies of the possibilities to consider various technological imperfections of honeycomb
core manufacturing in the design of sandwich structures with honeycomb core. How-
ever, approaches to standardization of tolerances for honeycomb defects implemented
in these papers are focused on securing the regulated deviation of the bearing capacity
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of a specific honeycomb structure, instead of technological capabilities of performance
of the relevant operations in the honeycomb core manufacturing process. Therefore, the
results obtained in these papers do not solve the problem of standardizing tolerances in
the honeycomb core manufacturing in its technological setting.

Among many types of honeycomb cores, differing in their cell configuration and
manufacturing technology, the most common are hexagonal cells [19]. These honey-
combs are usually formed after assembling of a hobe block, its gluing and stretching
into the hexagonal cell [20]. The honeycomb cell shape is obtained as a result of applying
an adhesive strip with the required pitch on the roll foil using a pattern cylinder, and
further combining of the roll material into a block with adhesive strips shifted by half a
pitch in staggered arrangement. During moulding of this hobe block, the adhesive may
shrink. Furthermore, moulding occurs at the temperature increasing up to 185 °C [21].
As a result of shrinkage and effect of the temperature field, shrinkage stresses and defor-
mations, associated with the significant difference in the coefficients of linear thermal
expansion of the foil material and adhesive, arise in the foil. At the secondary stage of
manifestation of this stress-strain behavior (after partial stress relaxation), the released
hobe block features the technological cambers of cell faces, which lead to a significant
decrease in the mechanical characteristics of the honeycomb core. However, the mech-
anism of occurrence of the initial technological camber of the honeycomb core faces
and their quantitative determination still remain unexplored and unspecified. On the one
hand, the difficulty of this problem solving is apparently connected with low values of
the cambers themselves being of the same order (or less) with the foil thickness, and
lack of reliablemeans andmethods ofmeasurement for their experimental determination
[22, 23]. On the other hand, it can be explained by the uncertainty and multifactorial
nature of the very mechanism of their occurrence [24, 25]. Therefore, until now the app-
roach proposed in [26] is implemented as the best-case scenario, based on setting of the
values of technological cambers and subsequent determination of the honeycomb core
physico-mechanical characteristics at these values. The resulting discrepancy between
theoretical and experimental values is related to the qualitative assessment of honeycomb
manufacturing technology [27].

3 Research Methodology

Behavior of the hobe block during its formation was modeled by considering a section
of width l with four strips of foil of thickness δc, discretely glued with the adhesive layer
of thickness η with the pitch ac (Fig. 1).

Dimensions of the element adopted for calculations are as follows: l = 9ac = 45mm;
b = 20 mm; δc = 0.03 mm; η = 0.01 mm. Elastic characteristics of the foil material:
Ec = 69 GPa; Gc = 26.54 GPa; μc = 0.3. Elastic characteristics of the adhesive:
Eη = 3 GPa; Gη = 1.15 GPa; μη = 0.3.

We used for calculations one of the software complexes of finite element analysis
with capabilities that allowed us to solve a wide range of problems [28]. The hobe block
element in the finite element analysis was modeled with 8–node 3D finite element type
Solid (three translational degrees of freedom were considered for each node). The total
number of finite elements is 12400 elements. The model was fixed along the linear
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Fig. 1. Hobe block element model

displacements uy on the lower surface of central section of the foil and along the linear
displacements ux and uz in the central node of the lower surface. Study of the convergence
of the numerical solution showed that with such a number of finite elements in themodels
the normal and shear stresses varied insignificantly (by a maximum of 5%). Analysis
of the quality of generated finite element models did not reveal any critical errors. The
generated finite-element model with the conditions of fixing is shown in Fig. 2.

Fig. 2. Finite-element model of hobe block element

The adhesive layer shrinkage was modeled by setting the corresponding coefficients
of linear thermal expansion and temperature difference �T for the foil and adhesive
material in the model.
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For different adhesives, the value of the relative linear shrinkage deformation varies
within a wide range. For example, it is equal to (5…7)% for polyimide binders and
(0.3…1)% for epoxy binders [29, 30].

To set the shrinkage deformation itself εsh = 5% without taking into account the
temperature effect, the following values were adopted:

– conditional coefficient of linear thermal expansion of the foil material
αс = 1·10–15 1/°C (actually corresponding to its zero value);

– coefficient of linear thermal expansion of the adhesive material αη = 5·10–4 1/°C
(actually corresponding to free spreading of the adhesive);

– temperature difference ΔT = –100 °C.

It corresponds to shrinkage deformation εsh = 0.05.
Cooling of the hobe block was modeled by defining the temperature difference

ΔT = –160 °C and using this temperature field in the further calculations of stress-strain
behavior. In our studies, we adopted:

– coefficient of linear thermal expansion of the foil material αс = 23.8·10–6 1/°C;
– coefficient of linear thermal expansion of the adhesive material αη = 5·10–5 1/°C.

4 Results and Discussion

The patterns of deformation of the hobe block element models during shrinkage and
cooling are shown in Fig. 3.

Fig. 3. Deformed state of the hobe block element model: a – during shrinkage; b – during cooling.

The maximum vertical displacement is 0.039 mm during shrinkage, and 0.0027 mm
during cooling. Maximum reduced Mises stresses during shrinkage are 213.86 МPа in
the adhesive layer and 93.88МPа in foil. Maximum reduced stresses during cooling are
17.93МPа in the adhesive layer and 7.75МPа in foil.
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The graphs of distribution of linear displacements uy during shrinkage in the center
and single face in the direction of the X axis are shown in Fig. 4, a, in the direction of
the Z axis in Fig. 4, b, and double face in Fig. 5.

Fig. 4. Graph of linear displacements uy during shrinkage: a – in the center of the single face
(along the X axis); b – in the center of the single face (along the Z axis)

Fig. 5. Graph of linear displacements uy during shrinkage: a – in the center of the double face
(along the X axis); b – in the center of the double face (along the Z axis)

The graphs of distribution of linear displacements uy during cooling in the center
and single face in the direction of the X axis are shown in Fig. 6, a, in the direction of
the Z axis in Fig. 6, b, and double face in Fig. 7.
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Fig. 6. Graph of linear displacements uy during cooling: a – in the center of the single face (along
the X axis); b – in the center of the single face (along the Z axis)

a b

Fig. 7. Graph of linear displacements uy during cooling: a – in the center of the double face (along
the X axis); b – in the center of the double face (along the Z axis)

In the studies considered above the extreme values of shrinkage ε = 0.05 and tem-
perature of hobe block moulding ΔT = 160 °C were adopted. Since the shrinkage
deformation and deformation associated with the difference in the coefficient of linear
thermal expansion of foil and adhesive are independent, then,when assuming the absence
of relaxation of process-induced stresses, maximum possible technological camber of
the honeycomb core cell face (depth of a bulge or depression) theoretically reaches the
value

f� = ushy max + uy max = 0.039 + 0.0027 = 0.0417 mm.

Therefore, the maximum possible relative camber at foil thickness δс = 0.03 mm
can be

f ∑ = f

δc
= 0.0417

0.03
= 1.39.
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Values of tolerances for technological camber of the honeycomb core cell faces for
the corresponding tolerance bands on εsh, ΔT and αη are given in Table 1.

Table 1. Recommended tolerance bands for technological camber of honeycomb core faces for
adhesives with different values of εsh, ΔT and αη for aluminum foil (AMg-2N).

εsh ΔT, °C αη·106, 1/°C f tech

0.005 160 60 0.261

40 0.178

120 60 0.229

40 0.166

100 60 0.212

40 0.160

0.02 160 60 0.651

40 0.568

120 60 0.619

40 0.556

100 60 0.602

40 0.550

0.03 160 60 0.911

40 0.828

120 60 0.879

40 0.816

100 60 0.862

40 0.810

0.05 160 60 1.431

40 1.348

120 60 1.399

40 1.336

100 60 1.382

40 1.330

By choosing adhesives with less shrinkage and lower coefficient of linear thermal
expansion of the adhesive material αη, being cured at relatively low values of ΔT, it
is apparent that tolerance band for the relative technological camber can be regulated
within 0 ≤ f tech ≤ 1.4, as recommended in [26].
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5 Conclusions

Based on the mathematical models of defects associated with the parameters of hobe
block formingmode (adhesive shrinkage and differences in the coefficients of linear ther-
mal expansion of the adhesive and foil), we identified the main reason for the occurrence
of the technological camber and validated the relevant tolerance bands. The method of
analysis of the above honeycomb core defects has been developed. Our findings allow
making their quantitative assessment and giving the reasonable recommendations to
standardize the tolerance band for the technological camber of honeycomb core faces
for adhesives, which provide the fixed level of shrinkage deformations and the corre-
sponding coefficient of linear thermal expansion at different temperatures of the hobe
block moulding.
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Abstract. This study aims to calculate the velocity and temperature of zirco-
nium oxide (ZrO2) particles in the channel of a twin-combustion-chamber burner
for high-velocity oxygen fuel (HVOF) spraying, specifically from the cutoff
of the burner mixing chamber to the substrate. The calculations incorporated
methylacetylene-allene fraction gas and oxygen as fuel components. The tem-
perature and particle velocity were determined for ZrO2 particles with diameters
of 20, 40, and 60µm.Gas flow and particle parameters were calculated utilizing an
established mathematical model. The model facilitates the determination of flow
and particle parameters within the gas burner pathway and from the outlet section
to the substrate. The experiment was conducted in two phases. During the first
phase, the temperature and velocity of the gas stream from the burner inlet to the
substrate were established. The second phase involved calculating the temperature
and velocity of the particles based on the collected data. The results indicate that the
thermal relaxation conditions for the sprayed material are significantly enhanced
due to the burner’s original design, resulting in an expansion of the possibilities
for controlling the spraying process. The scientific novelty is obtaining the veloc-
ity and temperature relationships of ZrO2 particles measuring 20, 40, and 60 µm
during HVOF spraying in the twin-combustion-chamber burner channel and the
segment-leading from the outlet to the substrate. The practical importance of these
findings is their ability to inform the development of technological processes and
recommendations for applying HVOF-sprayed wear-resistant coatings.
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1 Introduction

The development of engineering and technology leads to the growing need for functional
coatings that can solve the problem of extending the life cycle of critically loaded parts
by improving the physical and mechanical properties of the surface layer. This increases
parts’ corrosion and erosion resistance, resistance to abrasive wear, heat resistance,
and oxidation resistance. The possibilities for restoring the working surfaces of worn
parts are expanding [1]. In the aerospace industry, applying thermal barriers and other
functional coatings on partsmade of relatively inexpensive structuralmaterials has found
application [2]. For these coatings, it is important to select the base and intermediate
materials and determine the stress-strain state of the coating-substrate system to prevent
defects and fractures [3–5].

One of the ways to improve the quality and reduce the cost of coatings is to
develop new and improve existing equipment for their application. For thermal spray-
ing processes, the burner is the most critical component in ensuring quality and cost-
effectiveness [6]. Similar to a supersonic nozzle for cold spraying [7–9], the burner is
used to heat and accelerate the particles of the material being sprayed. There is a wide
variety of burner designs for high-velocity oxygen fuel spraying [10]. For each design,
mathematical models have been developed that enable production-purpose accurate pre-
dictions of coating parameters by controlling process parameters, including temperature,
velocity of sprayed particles, and fuel component ratios.

The study aims to determine the temperature and velocity parameters of sprayed
ZrO2 powder particles from the twin-combustion-chamber burner channel’s inlet to the
substrate. Achieving this requires calculating the parameters of the combustion products
in the burner channel and beyond. Subsequently, the velocity and temperature of the
material particles to be sprayed must be measured.

2 Literature Review

The development of models for the processes in particular equipment samples continues
to be a pressing matter despite many studies on oxygen fuel spraying modelling. The
significance of this issue stems from the intricate interplay between factors such as the
specific installation’s geometry and layout, the chemical and thermodynamic charac-
teristics of the combustible mixture, the chemical and thermodynamic properties of the
material to be sprayed, the intended purpose of the installation, and the corresponding
operational conditions [11, 12].

During the analysis of existing publications on this topic, certain correspondences
between the developed model and known studies were revealed in terms of:

– modelling the combustion of a combustible mixture of methylacetylene-allene frac-
tion gas with oxygen [13]; however, this work considers a burner device of a different
type and fails to analyze the composition of methylacetylene-allene fraction gas;

– modelling of a burner device with external and internal combustion chambers [14–
16]; however, these studies have differences from the burner considered in this work
and calculations were performed for a different combustible mixture;
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– modelling of gas and thermodynamic processes in other devices [17]; however, the
study considers general theoretical aspects that need to be combined to obtain the
required model;

– modelling of high-velocity spraying devices [18, 19]; however, these works con-
sider other types of burners (usually single-combustion-chamber) and combustible
mixtures;

– thermochemical reference data of the components of the combustible mixture and
the materials to be sprayed [20–22].

Thus, a crucial scientific objective is to model the kinematic and energy parameters
of material particles sprayed via high-velocity oxygen fuel spraying by employing a
twin-combustible-chamber burner.

3 Methodology

3.1 Model of Gas Flow at the Ejector Outlet

A schematic representation of the burner for high-velocity oxygen fuel spraying used in
the study is shown in Fig. 1.

Fig. 1. Schematic representation of the burner for high-velocity oxygen fuel spraying used in the
study.

In order to understand the trajectory of particles sprayed from the burner inlet to
the substrate, it is important to first examine the gas flow from the nozzle exit to the
substrate. A fundamental model, outlined in [18, 23, 24] and visually depicted in Fig. 2,
was utilized to establish a foundational understanding.

In this figure, LG is the length of the gas-dynamic section from the nozzle exit to the
transition to subsonic flow (according to [23], for Mach numbers from 1 to 3, LG = l +
6LW ); LW is the length of the periodic structure (wave); l is the position of the reflection
point of the incident shock;LS is the distance from the nozzle exit to the substrate;D is the
nozzle inner diameter. The flow model contains the following sections: a) gas-dynamic
supersonic section of the LG stream, where the velocity υg.ss and the temperature Tg.ss

of the gas are assumed constant; b) section of subsonic stream flow to the substrate, its
length LSS = LS – LG. Subsequent calculations are performed according to the method
[23]. LG is a function of the Mach number for the gas flow at the nozzle cutoff M0 and
burner diameter D:

LG = D
(
4, 2 + 1, 1M 2

0

)
. (1)
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Fig. 2. Illustration of the gas flow model at the nozzle exit.

For output diameter D = 38 mm and the Mach number

M0 = w

a
= w√

kRT
, (2)

we obtain M0 = 1.206, LG = 0.220 m. The velocity and temperature of the gas flow
in the gas-dynamic section of the stream can be assumed constant [23]. Beyond this
section, the temperature and gas velocity values change significantly due to the increase
in the intensity of interaction with the surrounding air. The changes in the velocity and
temperature of the gas flow beyond the nozzle exit can be described with sufficiently
high accuracy by empirical relations (3) and (4) [23]:

υ

υ0
= 1 − exp

(
α

1 − x/Lnc

)
, (3)

T − TR
T0 − TR

= 1 = exp

(
β

1 − x/Lnc

)
, (4)

where x is the distance along the stream axis from the ejector mixing chamber cutoff; α
and β are experimental coefficients (in these calculations, α = 0.85, β = 1.25 [24]).

3.2 Model of Particle Acceleration and Heating by Gas Flow

The model is detailed in [18, 23, 24]. The technique consists of the sequential determi-
nation of particle velocity and temperature. The acceleration of a particle of the sprayed
material moving in a two-phase flow is described by the following Eqs. (5)–(7) [23]:

mp
dVp

dt
= 1

2
CxρgAp

(
Vg − Vp

)∣∣Vg − Vp
∣∣, (5)

wheremp andυp are the particlemass and velocity, respectively;Cx is the drag coefficient
of the particle; υg and ρg are the gas velocity and density, respectively; Ap is the area of
projection of the particle on the plane perpendicular to the direction of the flow velocity
vector.

After simple substitution

dV

dt
= dV

dx
· V
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and

mp = πd3
pρp

6
we obtain (6):

d

dx
· Vp = 3Cxρg

(
Vg − Vp

)∣∣Vg − Vp
∣∣

4ρpdpVp
, (6)

whereas

Cx =
⎧⎨
⎩

24/Re, if Re < 0.5;
24/Re + (1 + 0.15Re0.687), if 0.5 ≤ Re < 1000,

0.44, if Re > 1000.
(7)

In the following calculations, the assumption is made that the Reynolds number is
determined in the interval 0.5 ≤ Re < 1000 and is calculated by formula (8):

Re = dpρg
∣∣Vg − Vp

∣∣
ηg

. (8)

The properties of ZrO2 particles are shown in Table 1.

Table 1. Properties of ZrO2 particle.

Powder characteristics Value

Density ρp, kg/m3 5700

Molecular weight 123.22

Melting temperature Tm, K 2950

Boiling point Tb, K 4573

Particle diameter dp, um 20; 40; 60

Specific heat capacity Cp, J/(mol*K) Cp = f(T)

4 Results and Discussion

4.1 Results of Calculation of Gas Velocity and Temperature

The results of calculations of gas parameters are presented in the form of graphs in Fig. 3.
The solid line indicates the change in gas flow velocity beyond the mixing chamber;

the dashed line indicates the temperature change. The graph shows a gas flow velocity
drop and temperature drop beyond the gas-dynamic section.

Thus, when summarizing the results obtained, we obtain graphs of changes in the
gas flow velocity and temperature from the burner inlet to the substrate, presented in
Fig. 4.

The dashed line on the graph depicts the temperature of the gas flow, while the solid
line represents the change in velocity. The sudden parameter shifts are associated with
the second fuel inlet and outlet leading to the mixing chamber.
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Fig. 3. Changes in gas flow velocity and temperature from the ejector mixing chamber cutoff to
the substrate.

Fig. 4. Changes in gas flow velocity and temperature from the nozzle inlet to the substrate.

4.2 Results of Calculation of Particle Velocity and Temperature

The differential equation solution was performed in Mathcad for ZrO2 particles with
diameters of 20, 40, and 60 µm. The solution is presented as a graph in Fig. 5. Solid line
1 shows the change in the velocity of combustion products, and dashed lines 2–4 show
the velocity of ZrO2 particles. Due to particle inertia, the velocity change graph has no
sudden shifts observed in the graph of the combustion product velocity. This results in
a gradual increase in velocity from the burner inlet to the substrate.

Based on the analysis of the graphs of changes in the velocity of zirconium oxide
particles shown in Fig. 5, a decrease in the particle velocity from 1114 m/s to 886 m/s
is noted with an increase in particle diameter from 20 µm to 60 µm. At a distance of
400mm from the burner exit, the velocity of ZrO2 particles of 20, 40, and 60µm is 1114,
955, and 886 m/s, respectively. As can be seen from the graphs, the inertia of particles of
40 µm and 60 µm fractions is sufficient to maintain the tendency of increasing velocity
at this distance from the exit of the burner mixing chamber. Meanwhile, particles with
a diameter of 20 µm begin to slow down. The velocity of 20 µm ZrO2 particles at a
distance of 400 mm from the burner outlet exceeds the velocity of combustion products
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Fig. 5. Graph of the velocity change of ZrO2 particles with diameters of 20, 40, and 60 µm from
the burner inlet to the substrate.

by 45 m/s. This indicates that the flow of combustion products slows down the particles
when their velocities are equalized (371 mm from the burner exit).

Calculation of particle heating temperature by gas flow is performed according to
Eq. (9):

mp
d

dτ
Hp.imp = α

(
Tg − Tp

)
πd2

p (9)

And its components (10)–(13):

mp = πd3
pρp

6
(10)

dHp.imp = CpdTp, (11)

α = λg

dp

(
2 + 0, 6Re1/2P1/3r

)
, (12)

Pr = Cpgηg

λg
. (13)

After substitutions we obtain Eq. (14):

d

dx
Tp = 6α

(
Tg − Tp

)

VpCpρpdp
(14)

According to [23], the specific heat capacity of the particle material is also a function
of temperature (15):

cpZrO2 = 16.64 + 1.8 × 10−3T − 3.36 · 105T−2(kal/(mol · grad)) (15)
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Fig. 6. Graph of gas flow temperature changes and ZrO2 particles of 20, 40 and 60 µm from the
burner exit to the substrate.

The solution of the differential equation was performed in the Mathcad package and
is presented as a graph in Fig. 6.

As can be seen from the graphs in Fig. 6, as the diameter of the ZrO2 particles
increases, the temperature at the moment of contact with the substrate decreases from
3260 K to 2680 K.Meanwhile, the temperature of ZrO2 particles of 60µm continuously
increases in this area to a value of 2680 K, while the temperature for particles of 20 µm
and 40µm increases only in a certain area. For example, at a distance of 178mm from the
burner exit, the temperature of 20 µm particles is equalized with the temperature of the
combustion products (3340 K) and does not change over the next 92 mm. Upon reaching
a distance of 270 mm from the burner outlet, the temperature of 20 µm ZrO2 particles
begins to decrease and reaches 3260 K at the moment of contact with the substrate.
The temperature of 40 µm ZrO2 particles, having reached a maximum value of 3080 K
at a distance of 338 mm from the burner exit, begins to decrease, reaching a value of
3040 K at a distance of 400mm. Due to thermal inertia, the temperature decrease rate for
ZrO2 particles is significantly lower than the temperature decrease rate for combustion
products.

5 Conclusions

The calculation of the progress of changes in velocity and temperature of the sprayed
material particles during high-velocity oxygen fuel spraying using a twin-combustion-
chamber burner of the original design has been performed. Zirconium oxide (ZrO2)
with particle diameters of 20, 40, and 60 µm was chosen as the spraying material. The
previously proposed model used for calculations allows determining the velocity and
temperature of the spraying material particles at any moment from the burner inlet to the
substrate, and is a useful tool for researchers and technologists involved in improving
functional gas-thermal coatings. Further work will be carried out to develop practical
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recommendations to improve the performance characteristics of aircraft parts and other
critical parts by applying gas-thermal coatings, including the burner described in the
study.
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Abstract. This paper deals with creating the approach to the discrete system
assigned used for stabilization observation equipment of land moving vehicles.
The state-space mathematical description has been created. The system’s state and
control in the vector form are shown. The analysis of discrete transformations has
been carried out. The advantages of Tustinmethod are demonstrated. The possibil-
ities of MATLAB for the implementation of discrete transformations are studied.
Features of synthesis of the discrete stabilization system are described. Features
of calculating the quality index based on norms of the transfer function of the sta-
bilization system are given. The comparative analysis of different discretization
methods is represented. The algorithm of the robust parametrical optimization is
proposed. Simulation results including transient process and Bode diagram are
given. The results in the form of transient processes prove the efficiency of the
proposed approach. The obtained results can be useful for moving objects using
observation apparatus of the wide class.

Keywords: Robust Parametrical Optimization · Stabilization System ·
Ground-Moving Vehicle · Discretization · Mathematical Model · Simulation

1 Introduction

Recently, the urgency of creating new promising systems for stabilizing land-based
moving objects has been increasing. The creation of these systems is based on the use of
techniques of synthesis and analysis, which would allow the successful development of
new samples of systems of the studied class, one of the features ofwhich is the purpose for
operation in off-road conditions and resistance to the effects of disturbances. In view of
this, the synthesis of such systems should be carried out with simultaneous consideration
of their quality and robustness. For this, there is a need to create a description of the
system of stabilization of a moving ground object in the space of states, which allows
the use of computing tools for the automated design of optimal systems.

Considerable attention is paid to the creation of new perspective systems of motion
andmovement of ground objects for various purposes. The general principles of creating
models of drives of stabilization systems are considered in many works, for example [1,
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2]. A detailed model of a nonlinear system with all nonlinearities taken into account is
presented in [3]. However, for the proposed method of synthesis, it is necessary to have
a model in the space of states. The problem of creating a discrete robust aircraft control
system is presented in [4, 5]. The method of parametric synthesis of a continuous robust
system of stabilization of a ground-moving object is presented in [6].

In the paper, we propose an approach to robust parametrical optimization of the dis-
crete stabilization system assigned for ground-moving vehicles with observation equip-
ment. The ways of discretization of the studied system are proposed. The abilities of
MATLAB to accomplish the earlier mentioned problem are analyzed. The steps of the
optimizing procedure are listed. The results of synthesis are represented as transient pro-
cesses and logarithmic amplitude-frequency characteristics of the synthesized system
are given.

The paper is structured in the following form. In Sect. 2 we represent the state-space
description of the stabilization system, in Sect. 3 ways of discretization of the created
model are considered, Sect. 4 analyses features of synthesis of the discrete model, Sect. 5
represents a procedure of the robust parametrical optimization, results of optimization
are represented in Sect. 6.

2 Mathematical Description of Discrete Stabilization System

The widespread application of computational aids is a present-day tendency in the cre-
ation of stabilizers of the studied type. At the same time, the transformation of the syn-
thesized continuous regulator to the discrete form is not acceptable, since the dynamics
of the continuous system and the converted discrete system are significantly different
[7–9]. This is due to the contradiction between the requirements for choosing the quanti-
zation interval of the system. On the one hand, the accuracy requirements require a small
quantization interval, on the other hand, due to the difficulty of hardware implementa-
tion, the conditions of the Kotelnikov theorem are fulfilled with a minimum margin [10,
11]. Therefore, the parametric synthesis of a continuous system with a discrete regulator
requires a separate study. The main principles of building the optimal synthesis tech-
nique remain the same as for the parametric synthesis of a continuous regulator. But at
the same time, there are some significant features.

The model of the studied system in the state space has the form:

{
ẋ = Ax + Bu;
y = Cx + Du,

(1)

where x are state variables in the vector form; u are controls in the vector form; A, B, C,
D are matrices, which describe controls and properties of the system; y are observations
in the vector form.



114 O. Sushchenko and Y. Bezkorovainyi

For the studied state-space description (1), state variables and controls vectors, and
appropriate matrices look like

x =

⎡
⎢⎢⎢⎢⎢⎣

x1
x2
x3
x4
x5

⎤
⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎣

ϕwm

ϕ̇wm

ϕm

ϕ̇m

U

⎤
⎥⎥⎥⎥⎥⎦

; u =

⎡
⎢⎢⎢⎢⎢⎣

0 0
−Mim

Jwm
0

0 0

0
Upwm
Ta

0 0

⎤
⎥⎥⎥⎥⎥⎦

;

A =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0
− cr

Jwr
− f

Jwr
cr

nrJwr
0 0

0 0 0 1 0
− cr

nrJm
0 − cr

n2r Jm
− fm

Jm
cm

RwJm

0 0 0 − ce
Ta

− 1
Ta

⎤
⎥⎥⎥⎥⎥⎥⎦

;B =

⎡
⎢⎢⎢⎢⎢⎣

0 0
−Mim

Jwm
0

0 0
0 0

0
Upwm
Ta

⎤
⎥⎥⎥⎥⎥⎦

C =
[
0 1 0 0 0
0 0 0 0 1

]
;D =

[
0 0
0 0

]
.

(2)

where Jwr is the inertial moment of working module; ϕwm is the turn of working module;
fm is the coefficient of linearization of moment of friction in bearings of the working
module; Mim is the imbalance moment; cr is the rigidity of the reduction gear; nr is
the ratio of the reduction gear; Jm is the inertial moment of the motor; ϕm is the turn
of the motor; cm is the coefficient of stseady load at the motor axle; Rw is resistance of
windings of the motor’s armature; U is the signal of the motor’s armature; Upwm is the
signal of pulse-width-modulator; ce is the coefficient of electromotive force; Ta is the
time constant of motor armature.

3 Discretization of Model

The use of computational procedures for the optimal synthesis of discrete regulators
requires the representation of the description of the control object in a discrete form
with the same discreteness period as the discreteness of the regulator [12–14]. At the
same time, various algorithms can be used, for example. Construction of a discrete
representation of a continuous system using a zero-order extrapolator. A more accurate
transformation from a continuous form to a discrete form is provided by Tustin’s bilinear
approximation. This transformation implements an approximate relationship to represent
the exponent.

z = esTs ∼= 1 + sTs/2

1 − sTs/2
, (3)

that is applied for calculating relations of values s and z for discrete and continuous
representations for transfer functions. The transfer function of the continuous system is
transformed into discrete Hd (z) ∼= H (s) by permutation.

s ∼= 2

Ts

z − 1

z + 1
. (4)
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It should be noted that in control theory and digital signal processing there are diverse
ways of presenting of transfer functions of discrete systems [15, 18]. In the theory of
control, a variable z is used, and polynomials in the numerator and denominator are
located in the direction of decrease of powers of polynomials. The value z–1 is applied
in digital signal processing. Such an approach is chosen due to the simpler engineering
realization of the second method of the discrete transfer function task. The creation of an
algorithm for the optimal parametrization of a discrete system should be performed based
on the industrial realization of regulators, where it is generally accepted to represent the
transfer functions of a digital regulator as a function of a variable z–1. In general, the
regulator can include both continuous and digital links. It is considered expedient to use
z-transformation of the first type to represent the control object and continuous links,
and z-transformation of the second type for the links of the digital part of the regulator.
It should be noted that in some cases, the creation of a digital regulator of a given
structure can be based on known continuous links that ensure certain properties of the
system. Bringing the transfer coefficient of a continuous link to the transfer function in
the format of a digital filter could be done using two functions of the MATLAB system:
c2d (conversion of continuous tf -models into discrete ones) and filt (conversion of a
tf -model in the format of a digital filter) [15, 17].

Fig. 1. Transient process on the angle speed of continuous (solid) and discrete (dotted) stabilizer
in tracking mode.

The choice of discretization and extrapolation method significantly affects the accu-
racy of transforming a continuous description into a discrete one. The data using the
zero-order extrapolator are presented in Figs. 1, and 2. The results of applying Tustin’s
fractional-rational approximation without correction are presented in Figs. 3, and 4.

Therefore, for the researched, it is considered appropriate to apply the Tustinmethod.
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Fig. 2. Logarithmic amplitude-frequency characteristics of continuous (solid) and discrete
(dotted) stabilization system in tracking mode.

Fig. 3. Transients on the angle speed of continuous (solid) and discrete (dotted) stabilizer in
stabilization mode.
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Fig. 4. Logarithmic amplitude-frequency characteristics of the angle speed of continuous (solid)
and discrete (dotted) stabilizer in stabilization mode.

4 Features of Synthesis of Discrete Stabilization System

Specific problems related to astaticism for a discrete system are solved by finding a
minimal realization, similar to the case with a continuous system [20]. As for balanced
implementation, it is possible for continuous systems [21–23]. In the case of a discrete
system, it is desirable to scale the model matrices in the state space using a similarity
transformation with a diagonal matrix T and a scalar coefficient α such that the matrix
[16, 19]. [

TAT−1 TB/α

αCT−1 0

]
(5)

has small condition numbers of eigenvalues of the matrix.
To perform the operation (5), it is possible to use the ssbal function, with which,

based on the four matrices of the state-space model A, B, C, D, it is possible to obtain
a scaled model TAT−1, TB/α, αCT−1 and a transformation matrix T such that x = Tx,
where x is the new state vector of the model [17, 19].

Differences in the organization of the procedure for the parametric synthesis of a
discrete system also apply to the composition of the penalty function. As in the previous
case, the stability condition is the finding of all poles of the transfer function of the
loop system in the left semi plane of the complex variable. But taking into account the
z-transformation, the region of stability is a circle of unit radius, in which the poles of
the transfer function of the loop system should be located.

The procedure of parametric optimal synthesis of a discrete systemhas its features for
calculating the components of a complex quality indicator, namely H2 and H∞ norms.
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For a discrete system, the H∞ norm is calculated by the relation [16, 19, 24].

H (z) = max
θ∈[0,x]σmax(H

(
ejθ

)
), (6)

and for determination (6) by computational means, it is necessary to use the built-
in function norm. As for the H2-norm, in the case of a discrete system, it should be
considered as the square root of the quality indicator, which in turn is defined as the
trace of the Gramian. For a continuous state-space, the Gram function for evaluating the
controllability and observability of the system is determined by the expressions [19, 25]

Wc =
∫ ∞

0
eAτBBTeA

T τdτ ;Wo =
∫ ∞

0
eA

T τCTCeAτdτ . (7)

For discrete systems, Gram functions of controllability and observability are defined by
expressions [19]

Wc =
∑∞

0
AkBBT

(
AT

)k,;∑∞
0

(
AT

)k
CTCAk . (8)

Controllability Gramians are calculated by solving the continuous Lyapunov
equation and its discrete analog [19]

AWc + WcA
T + BBT = 0;AWcA

T − Wc + BBT = 0. (9)

Similarly, to determine the observability Gramians, it is necessary to solve the
equation [19]

ATWo + WoA CTC = 0;ATWoA − Wo + CTC = 0. (10)

Controllability Gramians are used to determine the weighting coefficients of quality
indicators.

The H2-norms are determined by solving the Lyapunov matrix equations, which for
continuous and discrete systems, respectively, have the form [19]

AX + XAT + Q = 0;ATXA − X + Q = 0. (11)

Where A, Q are square matrices of the same dimension.
Expressions (7)–(11) are used for determining the combined quality index of the

discrete stabilization system.

5 Robust Parametrical Optimization of Discrete Stabilization
System

So, the parametric optimization procedure of a continuous navigation and stabilization
system with a discrete regulator includes the following steps.

1. Compilation of a continuous mathematical model of the combined system “control
object-motor” as a single device connected by an elastic connection based on the
consideration of the stiffness of the reducer.
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2. Selection of the structure of the discrete regulator of the stabilization and guidance
system.

3. Justification of the method of discretization and bringing the continuous combined
model “control object-motor” and the meter to a discrete form.

4. Compilation of a mathematical description of the stabilization and guidance system
in accordance with previously given structural schemes.

5. Compilation of a complete mathematical model of the studied system with all non-
linearities peculiar to industrial systems (signal limitation, hysteresis, insensitivity
zone), and on the basis of the Simulink package, the control object, engine, and gyro-
scopicmeter can be represented as continuousmodels, and the regulator, pulse-width
modulator and voltage amplifier – in the form of discrete models, respectively.

6. Obtaining transfer functions of an open and closed system.
7. Implementation of the minimal implementation of the model.
8. Model scaling based on the similarity transformation algorithm.
9. Assignment of initial values and execution of the Nelder-Mead optimization

algorithm, with cyclic execution of the following steps:

• calculation of norms for the designed system, taking into account the peculiarities
of their calculation for discrete systems;

• determination of poles, analysis of their arrangement relative to the unit circle
and calculation of the corresponding penalty function;

• determination of the complex quality indicator with the penalty function.

10. Performing an analysis of the designed system by the following steps

• determination of H2, H∞ norms and construction of logarithmic magnitude-
frequency characteristics of the system with calculation of stability reserves;

• analysis of indicators of the transition process using the system model, taking
into account all its inherent nonlinearities;

• verification of the angular stiffness of the system by moment using a complete
nonlinear model of the system.

11. Conclusion on completion of the parametric optimization procedure or its continua-
tionwith renewed starting conditions or renewedweight coefficients of the combined
quality indicator.

6 Modelling Results

The data of the parametric synthesis of a continuous system with a discrete controller in
the guidance regime are presented in Figs. 5, and 6.

A comparative analysis of synthesis results with different approaches to discretiza-
tion using (3), (4) is given in table (Table 1).
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Fig. 5. The transient process on angle speed for the synthesized system.

Fig. 6. Logarithmic amplitude-frequency characteristics of synthesized system.
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Table 1. Comparison of discretization methods

Mode type H2 H∞ �A, dB �ϕ, deg

Continuous model 0.318 0.126 59.5 91.1

Model discretized by method of
extrapolation of zero order

0.461 0.1403 49.5 91.2

Model discretized by Tustin
approximation

0.3653 0.1248 49.5 91.2

7 Conclusions

Amodel was created in the state space of the stabilization system of a moving terrestrial
object and its discretization was performed.

Features of robust parametrical optimization for discrete stabilizing system are
considered.

A comparative analysis of the ways to discretize stabilization system has been done.
An algorithm of the method of synthesis of a discrete robust system of stabilization

of a moving ground object is presented.
In future work, the optimization procedure will be improved using a genetic

algorithm.
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Abstract. Drilling is one of the most utilized technological processes in machin-
ing and manufacturing. Due to its scale, optimizing drilling parameters for
increased productivity and quality has an overwhelming impact on manufacturing
labor intensity and final product cost and performance. The quality of hole edges
and its roughness, including the presence of burrs, are important parameters deter-
mining the part quality and might require post-processing for high-performance
applications. Thus, optimizing the drilling process for forming holes with mini-
mum roughness and burrs is a critical task and requires a comprehensive under-
standing of the process. This work investigated the major drilling parameters for
hole forming with drill bits of various degrees of wear. Numerical modeling, par-
ticularly explicit finite element approach, was validated with the experiment and
exploited due to the limitations of experimental tools to observe a full spectrum
of internal material behavior during the dynamic process. The results have shown
that hole edge burrs and drilling force progressively increased with the larger drill
bit wear, while residual strains mostly varied their concentrations and affected
larger material volume around the holes.

Keywords: Drilling modeling · hole edge burrs · drill bit wear · residual strain ·
drilling force · LS-DYNA

1 Introduction

Machining plays the key role in part fabrication with its labor intensity fraction vary-
ing in the range of 30–60% for multi-product manufacturing. For instance, the global
number of aviation engine and aircrafts parts produced by means of cutting and abra-
sive machining is estimated at approximately fifty thousand and up to several hundred
thousand, respectively [1].

For complex parts, labor intensity of hole forming can reach up to 70–80% of the
overall labor intensity for part mechanical processing. Meanwhile, required quality and
precision of the holes are dictated by environment and operating conditions of the part.
Furthermore, high precision parts are essential for proper functioning of modern and
high-speed systems due to the corresponding dynamic loads and vibrations that limit
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life and reliability of parts and assemblies. Thus, ensuring the quality of the entrance
and exit hole edges, the accuracy of dimensions, shapes, surface morphology parameters
and the cleanliness of the hole cylindrical surface are extremely important for structure
reliability, durability, and workability.

In general, optimum drilling parameters depend on various factors, including prop-
erties of the processed material, drill bit type, drilling regime, hole geometry and size,
which makes achieving the given quality more complex for a hole than for a shaft [2].
Thus, when cost and labor intensity is of priority, one of popular engineering solutions
during hole-basis selection is increasing its IT Grade by 1, i.e., loosening tolerance of
the hole rather than the shaft. Consequently, H8/g7 fit is a widely accepted choice based
on hole forming cost and technological simplicity for reaching required shaft tolerance.
Nevertheless, most drilling parameters are typically determined empirically. To ensure
validity of this empirical study, a set of experiments is typically conducted prior to that,
which itself is a costly and time-consuming process. Alternatively, this set of experiments
can be effectively accomplished through numerical modeling. Furthermore, numerical
modeling of drilling allows to observe additional parameters of the process, such as the
strain and stress in the processed material during the drilling as well as their residual
values. While tool such as digital image correlation (DIC) enables experimental obser-
vation of strain field on external surfaces in the vicinity of the hole, numerical modeling
provides the data for entire material domain affected by the drilling and is particularly
useful to understand final edge shape after hole forming [3]. Thus, selection of drilling
parameters for improved quality of hole edges is a critical task in time and cost per-
spective, for which numerical modeling can not only provide a solution for an applied
problem but also to extend the scientific knowledge of the problem.

2 The State-of-The-Art and the Study Purpose

Common methods of machining can deliver the roughness required across most indus-
tries on the surfaces that are processed directly. However, roughness of the surface
edges, including hole edges, typically have roughness of three to four times higher than
for directly processed surfaces [4, 5]. It is worth noting that this relation exists not only
for metallic parts, but also for nonmetallic and composites ones [6]. There are currently
more than a hundred methods of edge post-processing with an order of magnitude more
tooling types. Nevertheless, the process of correct implementation of these methods is
not yet resolved to the desired level of completion [5]. In recent years, one could notice
the tendency to focus on several most utilized and promising edge post-processingmeth-
ods which require knowledge of actual edge geometry and its material properties after
the primary machining [7]. Hence, the effectiveness of these edge post-processing meth-
ods relies on understanding the dependence of edge geometry and its material properties
on machining regimes and conditions, e.g., type and geometry of grill bit, processed
material properties, part thickness, hole diameter, drilling rpm and feed.

Based on [8], one of the most complicated cases of edge forming is for parts with
various types of surfaces. Figure 1 shows schematics of hole forming through drilling
normal and at an angle to the surfaces of different types: flat, cylindrical internal and
external, and spherical. Hole edges on the entrance and exit faces of the workpiece
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typically have the highest roughness (Fig. 1, a–c). However, when a workpiece has a
premade orifice in the path of the drill bit, this orifice will also have high roughness on
its internal edges. Moreover, if the diameter of this orifice is smaller than of the drill bit
(Fig. 1, d), the roughness on the internal edges of the orifice becomes even higher due
to the chips that are stuck in the orifice, dragged by the drill bit, and further damage the
orifice edges.

a b

c d

Fig. 1. Schematics of hole forming by drilling in complex parts normal and at an angle to (a) flat,
(b) spherical, (c) cylindrical faces, and (d) with intersecting hole smaller than the drill bit.

Considering the variety of parameters, new solutions for hole forming are still in
search and require further analysis. While empirical tests are often still more practical
for that kind of study, they are costly and demand logistical preparation. To meet today’s
demand in timing and high-quality solutions, numerical approaches are adopted, partic-
ularly in the areas where the model can generate useful results without comprehensive
validation if critical and accurate inputs are provided. Thus, the goal of this work is
to develop a robust numerical model for hole forming through drilling that would ade-
quately predict parameters of hole edges at entrance and exit faces of a metal part and
establish relations between the hole edges’ parameters and drill bit wear. Establishing
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these relations allows quantifying the importance of drill bit wear and optimizing drilling
regime, drill bit type, its sharpening, etc.

3 Literature Review

Machining regime and tool type play significant roles in delivering metallic parts with
high-quality hole edges [9, 10]. It is known that reduction in roughness of hole edges
on entrance and exit faces leads to improved geometric tolerance and increased lifespan
of the part by 70–90% [11]. For instance, [12] presents practical solutions to partially
prevent formation of hole edge defects by improving the drill bit shape and other cutting
tools. However, such solutions also lead to increased costs and are rarely practical for
cost-sensitive mass production. The paper [13] shows the prospect of using spiral drills
to achieve high accuracy of the hole shape, diameter and required surface roughness
according to field experiments. In practice, such comprehensive studies are more reli-
able than numerical modeling, but they are expensive and require special equipment.
Study [14] proposes and studies numerically a complex technology for detecting sur-
face defects (burrs) of the forming of parts, which are divided into three types and which
are permissible for the admission of parts into production, however, it does not guaran-
tee the high quality of all part elements (surfaces, surface joints, shape accuracy edge,
absence of traces of preliminary processing, etc.). The condition of the cutting edges of
the drill is important for obtaining a high-quality hole, but literature lacks the criteria
for assessing the wear of drills and standards for their change or sharpening. As a result,
in practice, the drill bit is replaced when the hole quality is already compromised and
insufficient. Study in [15] is aimed at the use of high-temperature processes that effec-
tively improve the quality of surfaces, edges and minimize burrs and residues of cutting
products, independently of the type of drill and drilling regime. However, controlling
these high-temperature processes is complicated as drill bit type and drilling regime
(cooling and lubrication, temperature of the cutting zone, wear of the tool, etc.) largely
affect temperature and material properties in the vicinity of formed defects. Therefore,
despite the positive results in works [14, 15], the approaches solely relying on global
temperature control are limited. According to the authors in [16], the main parameters of
interest are the tool rotational and feed speeds, and the hole depth, the optimal values of
which can be determined by analyzing the effect of these parameters on the roughness
of processed faces and wear of the drill secondary faces using the Taguchi method. The
Taguchi method consists of orthogonal arrays of ANOVA (analysis of variance) and the
signal-to-noise (S/N) ratio. The research results are in tabular and graphical form and
must be compared and confirmed by field experiments. However, despite the positive
practical benefit of work in [16], the labor intensity and skill demand of such work is
high. In many instances, drilling process experiments were adequately replaced with
numerical modeling using commercial finite element (FE) software, including ANSYS
[17–19], Abaqus/CAE [20, 21], Simufact Forming [22, 23], and LS-DYNA [24, 25].
Note that LS-DYNA is currently the leader among the software for numerical simula-
tion of dynamic and static phenomena in the field of engineering and materials science.
LS-DYNA has quite powerful capabilities for modeling complex dynamic processes
physics that is present during drilling [26]. The main problem is developing a robust
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model that, given high-quality input data, can provide useful and reliable results without
comprehensive validation process.

Thus, taking into account theworldwide knowledge and research on hole drilling and
forming their faces and edges, it is reasonable to conduct preliminary field experiments to
clarify problem formulation and input parameters for achieving the adequate numerical
model.

4 Experimental Procedures

In this work, experiments were conducted to determine the effects of worn drill bit on
formation of burrs on the hole edges. Holes were drilled in 5 mm thick samples of
aluminum cast alloy AM 4.5kd (analog to the US alloy ANSI 201.0) at constant speed
of drill bit edge of 15 m/min and feed of 0.05 mm/rev with diameter drill bits of three
cases of wear. All drill bits are 8 mm in diameter and have point angle of 118°. The
experiment output is the size and shape of the hole burrs due to the wear of each drill
bit.

Below are the results of the three experiments, which will be further used to assist in
developing the numerical model. The three cases of drill bit wear are the following: case
A – sharp drill bit (Fig. 2, a1), case B – drill bit with the worn vertices of the cutting edges
as a typical starting point of the wear (Fig. 2, b1), and case C – drill bit with a rounding of
the cutting edge along its whole length as for a heavilyworn drill bit (Fig. 2, c1). Figure 2,
a2–c2, shows corresponding burrs formed during the hole drilling with the three cases
of drill bit wear. As expected, sharp drill bit resulted in the smallest burr on the hole
edge, while still being considerably larger than the surface roughness of the entrance
face (Fig. 2, c2). Case B drill bit leads to amuchworse results than the sharp drill bit with
the hole edge having both larger well-attached burrs and residual material often called
hanging chads (Fig. 2, b2). These hanging chads are formed from the material layer near
the exit of the drill bit which breaks due to reaching stress limit and plastically bends
during the drill bit exiting the workpiece. As case C shows (Fig. 2, c2), the most worn
drill bit requires larger axial force during the drilling and even more material residue is
left in the form of hanging chads. Interestingly, case C also results in well-attached burrs
of larger height suggesting larger plastic deformation in the workpiece material before
the drill bit exits it. When quantified, the formed burrs can be sized as 0–0.15 mm for
case A, 0.4–0.5 mm for case B, and 0.9–1.7 mm for case C.

Besides the study of effects of drill bit wear of hole edge quality, effects of cylindrical
exit face and drill angle were briefly examined. To minimize experimental variability,
only sharp drill bit was used with the diameter of the bit smaller than the curvature of the
radius of the cylindrical exit face. The results of this examination are shown in Fig. 3.
An asymmetry in burr formation was observed when flat workpiece was drilled at 75° to
the face (Fig. 3, a). For both concave and convex cylindrical faces, burr asymmetry was
observed even when drilling was performed normal to the face surface (Fig. 3, b–c).

Overall, the above results show that even sharp drill bits result in significant burrs
on the exit hole edge, which are further worsened with the drill bit wear. Moreover,
cylindrical exit face adds nonregularity in burrs shape, sizing, and potentially material
properties, which would require special technological operations for their processing.
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a1 b1 c1

a2 b2 c2

Fig. 2. Drill bits used in the experimentswith different cases ofwear: (a1) sharp, (b1)wornvertices
of the cutting edge, (c1) worn cutting edge along its whole length; and (a2–c2) corresponding
formed hole edges on the exit face of the workpiece with well-attached burrs and hanging chads.

a b c

Fig. 3. Images of hole edge burrs on the workpiece exit (a) flat face when drilling performed at
75° to the face; (b) concave cylindrical face when drilling performed normal to the face; and (c)
convex cylindrical face when drilling performed normal to the face.

5 Numerical Modeling of Drilling

Considering the dynamic nature of the drilling process large deformation, and high
contact nonlinear of the problem, LS-DYNA commercial FE software was selected
for the numerical modeling of the problem [26]. This section describes the developed
numerical modeling and the obtained results.

5.1 Explicit Formulation of the Model

Mathematically, explicit simulation in LS-DYNA is performed by solving finite element
semi-discrete equation of motion as follows:

Mn
a = Pn − Fn + Hn, (1)
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where Mn
a – inertia force vector (structural mass matrix multiplied by the acceleration

vector);Pn – applied load vector;Fn – internal load vector;Hn – ‘hourglass’ force vector
due to reduced integration solid element used in the model. The damping forces are not
present in Eq. 1 as no damping was added to the model.

The above equation is solved at time tn. Transition to time tn+1 is performed through
the numerical central difference integration as follows:

an = M
[
unknown template

]
(2)

νn+
1/2 = νn−

1/2 + an�tn (3)

un+1 = un + νn+
1/2�tn+

1/2, (4)

where �tn+
1/2 = �tn+�tn+1

2 is a half timestep; ν and u – vectors of nodal velocities and
translations, correspondingly. Geometry is updated by adding the translations of each
timestep to the initial nodal positions.

5.2 Drill Bit Geometry

LS-DYNA modeling was performed in ANSYS Workbench (WB) environment due
to its capability to facilitate geometry changes, automatic remeshing, and enhanced
post-processing tools. Initial geometry can be seen in Fig. 4 and consists of 3D bodies
representing a workpiece, drill bit solid body, and a set of surfaces defining the external
faces of the drill bit. Simulations are performed in accordance with the experiment

a b

c d

Fig. 4. Geometry of the (a) workpiece and drill bit, and close up view of the drill bit (b) without
defects (case A), (c) with worn vertices of the cutting edge (case B), and (d) with worn cutting
edge along its whole length (case C).
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conducted in this study on the effects of drill bit wear on hole edge formation (Fig. 2).
To reduce simulation time, workpiece thickness was reduced by four times. Drill bit
sizing was proportionally decreased while maintaining the physics of the process by
adjusting drill bit rpm to maintain the velocity of the cutting edge vertices.

The diameter of the workpiece model is selected to be twice the size of the drill
bit to minimize the effect of boundary conditions on the drilling zone according to the
Saint-Venant’s principle.

5.3 Materials of the Drill Bit and Workpiece

Drill bit stiffness is not critical for the present analysis and thus is modeled as a rigid
body using *MAT-RIGID card available in LS-DYNA with the assigned material as
for a typical steel (density of 7.85 g/cm3, Young’s modulus of 200 GPa, and Poisson’s
ratio of 0.3). Aluminum workpiece is modeled as an isotropic plasticity material model
*MAT_POWER_LAW_PLASTICITYwhich uses a power law hardening rule and yield
stress obeying the below equation [27]:

σy = kεn = k
(
εyp + εp

)n
, (5)

where k – strength coefficient, n – hardening exponent, ε−p – effective plastic strain
(logarithmic), and εyp – elastic strain to yield, which is determined by solving for the
intersection of the linearly elastic loading equation with the strain hardening equation.
Strength coefficient, k, of 545 MPa and hardening exponent, n, of 0.0545 were selected
from ANSYS Granta database as for ANSI 201.0-T7 aluminum cast alloy, which is an
analog to the AM 4.5 kd alloy used in the experiment of this work [26]. Plastic failure
strain for element deletion, EPSN, was used to perform material erosion during drilling.

Figure 5 shows true stress-strain curves of the utilized power law plasticity model.
Bilinear model with the same yield and ultimate stresses and strains was added to
the graph to emphasize nonlinearity of the utilized power law material model. Suit-
ability of the bilinear model can also be evaluated for future modeling of hole edge
and burr forming during drilling to improve simulation computational time. Addition-
ally, *MAT_JOHNSON_COOK plastic model of aluminum alloy 7039 was added for
comparison as a frequently used model for machining numerical modeling [28].

5.4 Boundary Conditions and Loads

As Fig. 6 demonstrates, the workpiece is constraint by fixing translations of the nodes on
its cylindrical surface. The drill bit is supplied 1836 rpm rotational speed and 6.14 mm/s
vertical feed, which are defined in the rigid body coordinate system and similar to the
parameters used in the experiment. To maintain drill bit vertical, it is also constraint for
horizontal translations and rotations about other two horizontal axis as shown in Fig. 6.

The contact is defined by *CONTACT_ERODING_SINGLE_SURFACE card that
considers contact between any surfaces including newly formed surfaces after the erosion
(deletion) of the elements due to drilling [29].
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Fig. 5. True stress-strain curves of ANSI 201.0-T7 aluminum cast alloy used for the workpiece
in the study and modeled with *MAT_POWER_LAW_PLASTICITY and Bilinear plastic mate-
rial models, and Al 7039 modeled with *MAT_JOHNSON_COOK plastic material model for
comparison.

1. Velocity

2. Rigid Body Angular Velocity

3. Rigid Body Constraint

Fixed Support

Fig. 6. Boundary conditions and rigid body motion applied to the bodies of the model.

5.5 Discussion of Numerical Modeling Results

The drilling process near the entrance face and in the center of the workpiece is not
drastically different between the three cases of drill bit wear in terms of the plastic strain
field (Fig. 7, a). Nevertheless, a clear difference between the drill bit wear cases was
observed for the exit face of the workpiece. While the sharp drill bit (case A) cuts the
material until it exits the workpiece and only leaves well-attached burrs (Fig. 7, b), worn
drill bits considerably deform material near the exit face and results in an unbroken
material layer that separates locally along its circumference from the main workpiece
body, forming hanging chad (Fig. 7, c). By comparing Fig. 2 and Fig. 7, a qualitative
similarity between the experimental and modeled hole edge topology for different cases
of drill bit wear can be observed. Quantitative comparison was performed based on the
average burr size and differed from experimentally obtained values by no more than
10%.
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a b

c d

Fig. 7. Modeling results for workpiece with contours of equivalent stress (a) during the initial
stage of drilling, and after drilling with (b) sharp drill bit, (c) drill bit with worn vertices of the
cutting edge, and (d) drill bit with worn cutting edge along its whole length.

Figure 8, a, demonstrates variation of total reaction force with time for the three
considered cases. As expected, the force is the lowest for the sharp drill bit (case A),
while for the worn drill bits of cases B and C, the forces are approximately two and
three times larger than with the sharp drill bit, respectively. As was mentioned earlier,
numerical modeling allows unveiling parameters and material states observing which
experimentally, especially during the dynamic process, is complicated or practically
impossible. As such, when stress state is analyzed in the workpiece, average von Mises
stresses are similar in the two cases of worn drill bits with a small difference in the
peak stress values (Fig. 8, b). However, both cases of worn drill bits have significantly
higher stresses compared to the sharp drill bit case. Similar trends were observed for the
average residual stresses in the workpiece.

However, residual strains particularly in the vicinity of the formed hole are different
for the three considered cases of drill bit wear as shown in Fig. 9. Residual strains in
this domain are of great interest as they dictate material properties and hole reliability
for its application.

In case B, residual strains are lower than in the other two cases while the average
residual strains within the whole workpiece are the same across the three cases. The
major difference in the residual strain map of the hole formed with the sharp drill bit is
the depth of the layer with high residual strains.
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a b

Fig. 8. Variation of (a) total reaction force and (b) average von Mises stresses in the workpiece
during the drilling process.

Fig. 9. Distribution of residual strains within the holes formed by drill bit with (a) sharp cutting
edge (case A), (b) worn vertices of cutting edge (case B), and (c) worn cutting edge along its
whole length (case C).

6 Conclusions

Based on the performed experimental and numerical studies, the following conclusions
were drawn:

1. Numerical model of the drilling process was developed and validated for the purpose
of obtaining realistic hole edge shape and burrs on the exit face of the workpiece when
drill bits of various wear degrees are used. Being validated, the model was used to
investigate mechanical parameters in the workpiece observing which experimentally
is complicated. Furthermore, themodel nowcan be used to investigating hole edge and
burr forming for different scenarios which fundamentally do not violate assumptions
of the model, such as drilling at an angle to flat and curved faces of the workpiece,
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optimizing drilling parameters for these scenarios, and selecting appropriate drill bit
sharpening.

2. Numerical simulation demonstrated that themain physical difference in forming holes
with worn drill bits is the increased force required to maintain proper drilling process
with given tool rotation and feed. Particularly, two- and three-times larger forces were
obtained in the modeling for the drill with worn vertices of the cutting edge and the
worn cutting edge along its whole length, respectively. Furthermore, drill bits with
different degree of wear results in drastically different hole edge topology and burrs
on the exit face of the workpiece. While the sharp drill bit (case A) cuts the material
until it completely exits the workpiece and only leaves well-attached burrs (Fig. 7,
b), worn drill bits considerably deform material near the exit face and results in an
unbroken material layer that separates locally along its circumference from the main
workpiece body, forming large burrs and hanging chad (Fig. 2, b2–c2 and Fig. 7,
c–d).

3. Numerical modeling showed that residual stresses and strains in the vicinity of the
hole and hole edges formed with worn drill bits are about twice as large as and affect
significantly thicker layer of workpiece material than for the case of a sharp drill bit
Interestingly, no considerable difference in the residual valueswere observed between
the two studied cases of drill bit wear. However, the drill bit with worn vertices of
the cutting edge resulted in largest residual strains concentrated near hole edges on
both entrance and exit faces. Meanwhile, the drill bit with worn cutting edge along
its whole length resulted in relatively evenly distributed residual strains across the
cylindrical surface of the formed hole.
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Abstract. The minivan has the largest usable volume compared to other passen-
ger car body layouts with the same dimensions. Therefore, it is most advisable
to use it in commercial transportation. At the same time, they have the largest
lateral surface area, so they experience the greatest wind loads. In the modern era,
vehicles are focused on automation to make driving a comfortable experience for
the driver. The most important task is control during various maneuvers. Aero-
dynamic forces significantly affect vehicle control during maneuvers. They must
be taken into account when self-driving. The overtaking maneuver of one vehi-
cle by another is a complex, non-stationary process in which complex transient
aerodynamic forces arise. The close proximity of two vehicles is characterized
by the mutual influence of the aerodynamic structures generated by the vehicles.
Improvingmethods formathematical modeling of the aerodynamic characteristics
of minivan-type vehicles is an actual task and determines the direction of research.
The problem of numerical modeling of air flow around vehicles is formulated. A
numerical experiment technique has been developed for modeling external flows
aroundvehicles in a non-stationary setting.A studyof theflowaroundvehicles dur-
ing overtaking made it possible to calculate aerodynamic forces. The dependences
of aerodynamic forces on the relative position of vehicles have been established.
The lateral aerodynamic forces acting on cars during overtaking are of the same
order as the aerodynamic drag forces. These forces must be taken into account in
automatic vehicle control systems.

Keywords: Minivan Vehicle · Overtaking Maneuver · Aerodynamic Force ·
Numerical Modeling

1 Introduction

A minivan has the largest usable volume compared to other passenger car body layouts
with the same dimensions. Therefore, it is most advisable to use it in commercial trans-
portation. At the same time, they have the largest lateral surface area, so they experience
the greatest wind loads.

In the modern era, vehicles are focused on automation to make driving a comfortable
experience for the driver. In the automotive industry, various aspects of vehicle automa-
tion are considered [1]. Self-driving technology in general is becomingmore widespread
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and has the potential to revolutionize the global transportation system [2]. The article
[3] reviews and studies the key technologies of self-driving cars, namely: car navigation
system, path planning, environmental perception and vehicle control. The most impor-
tant task is control during various maneuvers. Aerodynamic forces significantly affect
vehicle control during maneuvers. They must be taken into account when self-driving.

The overtaking maneuver of one vehicle by another is a complex, non-stationary
process in which complex transient aerodynamic forces arise. The close proximity of
two vehicles is characterized by the mutual influence of the aerodynamic structures
generated by the vehicles. As a result, the forces and moments acting on the vehicle
change as the distance between them changes. This may affect their stability and create a
safety hazard. In addition, aerodynamic performance is affected by both vehicle position
changes and the rate of change. The study of such processes is difficult both in wind
tunnels and during road tests. Currently, it ismost advisable to conduct such studies using
CFDmethods. Amore detailed study of this issue will help drivers avoid accidents when
maneuvering and effectively operate unmanned vehicles in the future.

Overtaking is characterized by a sharp change in aerodynamic coefficients (lateral
force and rollmoment) as the vehicles are close to each other.Most often, these deviations
can be compared to sudden changes in road conditions andwind speeds, which can cause
the driver to lose control. Aerodynamic phenomena associated with maneuvers may be
similar to those experienced by a vehicle when overcoming an obstacle, and may be
associated with the vehicle generating side gusts. Research and improvement of the
aerodynamic characteristics of cars began to be addressed at the dawn of the automobile
era. Initially, it was a blind copying of forms from related industries such as shipbuilding
and airship construction. Since the 1990s, there has been a rapid growth in research in
the field of racing car aerodynamics using numerical methods.

The overtaking maneuver between two identical vehicle models was studied using
experimental and numerical means in [4]. In this paper, the maneuver was considered a
quasi-stationary process, one of the models (the overtaken vehicle) was fixed, and the
other (the overtaking vehicle)was installed at different axial distances from the overtaken
vehicle. In [5], using aerodynamic tests, a study was carried out of the change in aerody-
namic characteristics for a commercial van and an articulated truck when overtaking on
a bridge platform in a headwind. Article [6] is devoted to the study of the aerodynamic
characteristics of an overtaken bus in a headwind, special attention is paid to the analysis
of the kinetic energy of turbulence around the bus in comparison with conditions without
a headwind and at a yaw angle of 30°. [7] reviewed the current status and direction of
development of the Shear Stress Transport (SST) turbulence model, presenting exten-
sions for improved wall processing and zonal formulation of Detached Eddy Simulation
(DES). In [8], modifications were made to two developed hybrid Computational Fluid
Dynamics (CFD) strategies, namely Delayed Detached Eddy Simulation (DDES) and
DDES with improved wall modeling capabilities (IDDES).

In [9], a two-way analysis of unsteady aerodynamicswas carried out in order to obtain
a complete understanding of the mutual influence when performing a bus overtaking
maneuver using the SST model, DES and overset mesh technology, taking into account
the influence of lateral distance and cross wind. [10] discusses the use of the DDES
turbulencemodel based on amodel with one Spalart-Allmaras (S-A) equation. The study
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[11] attempted to identify the main source of discrepancy and determine how to reduce
the problem of separation and Model Stress Depletion (MSD) on finer meshes. [12]
investigates a class of high order Runge-Kutta time discretization with Total Variation
Diminishing (TVD) suitable for solving with stable spatial discretization. The study
[13] was carried out to identify the patterns of changes in aerodynamic force, moment,
yaw angle and lateral displacement of an overtaken sedan and an overtaking sedan. In
this article, the motion of the car is not specified, but is modeled taking into account
wind interaction. The results showed that the body position and lateral space of the two
vehicles are critical to the stability of the vehicles during the overtaking maneuver. [14]
studies the process of overtaking of a vehicle making a right turn at an intersection by a
vehicle moving in a straight line.

Analysis of publications indicates that research into road vehicle aerodynamics is
often carried out in full-scale automotive wind tunnels without taking into account real-
life traffic conditions, which can significantly change the aerodynamic characteristics of
an isolated vehicle. The aerodynamics of minivan-type vehicles have been little studied,
despite the broad prospects for their use for commercial purposes including self-driving.
Therefore, improving methods for mathematical modeling of the aerodynamic char-
acteristics of minivan-type vehicles is an actual task and determines the direction of
research.

2 Calculation Model

The issue of overtaking one vehicle by another was resolved as the movement of one
vehicle relative to a stationary other vehicle, blown by a counter flow of air (Fig. 1).

Numerical modeling of stationary and unsteady flows was performed using the Open
FOAM software package. The computational domain was built according to the wind
tunnel principle. The solid model is immersed in the computational domain with L × H
× W = 10l × 5l × 5l dimensions (Fig. 1 a) where l = 5 m is the length of the car. The
computational domain was described by a tetrahedral mesh containing about 10 million
nodes with condensations near solid surfaces to describe the boundary layer. The vehicle
is a minivan with the dimensions shown in the Fig. 1 b.

Fig. 1. Scheme of the computational area around cars (a), three-dimensional model (b)
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Viscous turbulent flow is described by the system of Navier-Stokes equations in
a region with moving boundaries [15]. To integrate the Navier-Stokes equations, the
Beam-Warming difference scheme was chosen [15, 16].

To more accurately describe the flow core and circulation zones, models have been
developed that take into account to varying degrees the convective transport of large
turbulent eddies, diffusion and changes in the energy spectrum of turbulent eddies. Such
models are described by partial differential transport equations with several empirical
parameters, including turbulent viscosity – ν or turbulence parameters: kinetic energy –
k, dissipation rate of turbulence kinetic energy – ε, specific vorticity dissipation rate – ω

[17].
Integration of the complete averaged Navier-Stokes equations was carried out by a

difference scheme of the 2nd order of accuracy based on the Total Variation Diminishing
(TVD) approximation. The system is closed by the Shear Stress Transport (SST) or
Spalart/Allmaras (SA) turbulence model equations [11, 18], depending on the nature of
the problem in the k-ε formulation. To describe the effects of viscosity in the boundary
layer on some structural elements, wall functions (Y +) are used [7]. In this case, the
minimum value of the boundary layer variable is selected under the condition Y + <

5. Outside the computational domain, an undisturbed flow is assumed.
The atmospheric environment was described by the ideal gas model. In the numer-

ical experiments, the following boundary conditions were specified: the speed of the
oncoming air flow is directed along the longitudinal axis of the car, it is equal to 20 m/s
and coincides with the speed of the roadway. At a distance, the pressure of the standard
atmosphere P∞ is set.

3 Study of the Aerodynamic Characteristics of Vehicles During
Approaching on the Same Traffic Lane

When approaching before overtaking, the overtaking vehicle Car2 moves behind the
overtaken Car1 with a relative speed of vr = 1 m/s, as shown in Fig. 2.

Fig. 2. Diagram of approaching
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The results of calculating the unsteady air velocity field around vehicles are presented
in Fig. 3. Figure 4 shows the change in the field of excess air pressure around vehicles.
In these figures, the distance is reduced from 10 m to 1 m.

Car2 enters the rarefied air zone behind Car1 when it catches up with it. This can
be clearly seen in Fig. 4. There is a high pressure zone in Car1’s front side, but there is
no such zone in Car2’s front side. At a distance of 2 m, Car2 is entirely in the zone of
lowest pressure.

Fig. 3. Change in the field of absolute values of air velocities upon approach.

4 Study of the Aerodynamic Characteristics of Vehicles During
Shifting to a Parallel Traffic Lane

When Car2 enters a parallel lane, it moves along the road at the same speed as Car1 and
across the road at a relative speed of vr = 1 m/s, shifting as shown in Fig. 5.

The results of numerical modeling of the air velocity field and the excess pressure
field around vehicles are presented in Figs. 6 and 7. Here Car2 is shifted to the right by
4 m.

Car2graduallymoves out of the air rarefaction zonebehindCar1, but the compression
and rarefaction zones around the cars continue to influence each other. This can be seen
from the fact that the pressure increase zone in front side of the Car1 is larger than in
front side of the Car2.
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Fig. 4. Change in the field of excess air pressure upon approach



Aerodynamic Interaction of Minivan Vehicles 143

Fig. 5. Shifting to a parallel traffic lane scheme

Fig. 6. Change in the field of absolute values of air speeds during shifting traffic lanes.
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Fig. 7. Change in air pressure field during shifting traffic lanes
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5 Study of the Aerodynamic Characteristics of Vehicles During
Overtaking

When overtaking, the overtaking vehicle Car2 moves parallel to the overtaken Car1 with
a relative speed of vr = 2 m/s, as shown in Fig. 8.

Fig. 8. Overtaking scheme

The results of calculating unsteady velocity and pressure fields are presented in
Figs. 9 and 10. In the final position Car2 is 2 m ahead of Car1.

Fig. 9. Change in the air velocity field during parallel movement
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Fig. 10. Change in air pressure field during parallel movement
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Whendriving in parallel, the compression andvacuumzones around the cars continue
to influence each other. In this case, the influence of the car moving at a higher speed
predominates. As Car2 moves forward, the pressure increase in front of Car2 becomes
greater than in front of Car1.

6 Analysis of Numerical Simulation of Overtaking Three Stages

At the first stage, the aerodynamic drag of Car2 is less than the drag of Car1 because
Car2 falls into the air rarefaction zone of Car1, as can be seen in Fig. 3. This rarefaction
usually becomes noticeable at a distance of (20 – 30) l for a carmoving at a speed ofmore
than 20 m/s. It pulls Car2 and Car1 towards each other. In this case, the aerodynamic
resistance of Car1 decreases compared to the resistance during independent movement
due to the fact that the body of Car2 fills the area of low pressure behind Car1. Graph in
Fig. 11 shows that the aerodynamic drag coefficient cx of Car2 is less than that of Car1
by approximately 35%.

Fig. 11. Aerodynamic drag coefficient of vehicles as the distance decreases

WhenCar2 enters a parallel lane, the aerodynamic drag of both cars increases as Car2
leaves the area of low pressure Car1. At the same time, while Car2 is behind Car1, the
cx of Car2 remains less than that of Car1 because a noticeable aerodynamic interaction
remains, when a distance between the sides of both cars has the order of the width of
the car body. This can be seen in the graph in Fig. 12.

Directly when overtaking, two cars move in parallel and their influence on each other
gradually equalizes. When the projections of their bodies to the direction of movement
coincide, their drag coefficients are equal. This can be seen in the graph in Fig. 13 in
position S = 6 m. Further, when Car2 comes forward its cx becomes greater than Car1
cx .

At the first stage, when the air flow is symmetrical relative to the longitudinal axes of
the vehicles, there are no lateral forces. When Car2 moves laterally, the flow around the
car becomes asymmetrical. Lateral aerodynamic forces appear, acting on both cars. They
strive, on the one hand, to return Car2 to the low pressure zone, and on the other hand,
to attract Car1 to Car2. The change in the coefficients of lateral aerodynamic forces cy
is shown in Fig. 14. Lateral aerodynamic forces are approximately four times less than
the drag forces at this stage.
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Fig. 12. Aerodynamic drag coefficient of vehicles when Car2 is shifted to a parallel traffic lane

Fig. 13. Aerodynamic drag coefficient of vehicles during overtaking

Fig. 14. Coefficient of lateral aerodynamic forces when Car2 is shifted to a parallel traffic lane

Directly during overtaking, while Car1 is 1/3 of a length ahead of Car2, aerodynamic
forces push Car1 away from Car2. When Car2 comes forward, it pulls Car1 towards it.
The change in the coefficients of lateral aerodynamic forces cy is shown in Fig. 15.

Similar results were obtained for sedans in article [13], which can be considered as
confirmation of the reliability of our results.

Transient analysis gives us insight into the aerodynamic interaction between two
vehicles. Thanks to this, it is possible to evaluate the influence of aerodynamic forces
acting on vehicles during overtaking. Understanding this influence allows us to design
intelligent vehicle driving systems.
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Fig. 15. Coefficient of lateral aerodynamic forces of vehicles during overtaking

7 Conclusions

The problem of numerical modeling of air flow around vehicles is formulated; A numeri-
cal experiment techniquehas beendeveloped formodeling external flows aroundvehicles
in a non-stationary setting.

A study of the flow around vehicles during overtaking made it possible to calculate
aerodynamic forces. The dependences of aerodynamic forces on the relative position
of vehicles have been established. The lateral aerodynamic forces acting on cars during
overtaking are of the same order as the aerodynamic drag forces. These forces must be
taken into account in automatic vehicle control systems.

Analysis of aerodynamic forces must be taken into account when designing the body
shape and automation of the driving system of advanced unmanned vehicles.
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Abstract. The subject of this study is the convergence technologyoffinishingpro-
cessing of high-precision parts. A comparative analysis of knownmethods of parts
finishing processing used in the production of hydraulic, pneumatic aerospace
and other transport assembly components according to literature sources has been
performed. It has been shown that there are the prospects for further research
of methods for creating a integrated convergence technology. Experimental stud-
ies have been performed on some samples made of steel 20 with a diameter of
20 mm by the electrosuperfinish scheme. It has been found that in the process-
ing zone a decrease in roughness has occurred from a value of Ra 5.0 to Ra less
than 2.0, due to concentration of current density and pulse action on the material
with a frequency of 500 Hz – thus, productivity increase is 1.75 compared to the
sample under the same conditions in a stationary electrolyte. The experiment has
demonstrated either that the proposed method gives opportunity to interrupt the
processing, over a wide range of time, which in turn affords regulating the indica-
tors of geometric accuracy both of the part diameter and surface roughness. The
analysis of experimental data allows us to conclude about the adequacy of the
accepted theory as to the concept of finishing technology for high-precision parts.
The scheme of concentration (focusing) of the current flow and the mode for elec-
trosuperfinishing due to the movement of the electrode relative to the part surface
has been tested, which resulted in achieving the effect of surfaces polishing and
oxidation products removing. It has been shown in this study the further prospects
of research in the field of convergence technology of high-precision parts finish-
ing processing, which ensure the geometric accuracy ofmicro- and nano-precision
parts, precision processing of shafts and small-diameter holes, and increasing the
processing accuracy up to 0.001 mm.
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1 Introduction

There is a wide variety of surface finishing methods for various shapes, sizes and mate-
rials of high-precision parts [1]. Such a large number of methods exist because it’s the
microgeometry of the part surface, formed after the finishing processing, determines its
future functional properties and service life [2].

The need to use surface finishing technologies in mechanical engineering is assessed
by researchers in different ways, depending on the technological processes they recom-
mend for achieving the parts required parameters. In each specific case, in order to
achieve a high level of functional properties of hydraulic aggregates components and
friction pairs, it is necessary to create individually the surfaces with required parameters.
It should be considered that the choice of finishing technology for cleaning and forming
the microrelief is determined by the material, shape, sizes and accuracy of parts, by the
subsequent processing, level of surfaces contamination, as well as their purpose, oper-
ating conditions, etc. In any case, the main task that should be solved by any of those
methods or their combination, chosen by the manufacturer, is to ensure the specified
functioning, service life and reliability of assembly components [3].

Therefore, an complex approach to creating the integrated convergence technol-
ogy for the finishing processing of high-precision parts, which is based on the use of
information technologies, and of a combination of nanotechnologies, thermochemical,
electrochemical and mechanical processing methods, is a relevant problem.

2 Purpose and Objectives of the Study

The purpose of this work is to provide the specified parameters of quality of high-
precision parts surface roughness by convergence technology as finishing processing.
This approach should guarantee high reliability and service life of the product as awhole.

To achieve the goal determined, the following tasks have been solved:

• comparative analysis of known methods of parts finish processing used to achieve a
required surface roughness parameters.

• experimental studies of electrofinishing processing on the sample of roller processed
as an object of, on one hand, convergence technology, combining surface finish-
ing methods of cleaning and surface finishing, on other hand – by processing in a
stationary electrolyte.

3 Literature Review and State-of-the-Art of Known Surface
Finishing Methods

An attempt to systematize a variety of surface finishing processes has been made in the
study [3], which presents the current state of high-performance, effectively controlled
in automated production methods for surface finishing of mechanical and physical-
technical methods for processing the parts surfaces. It has been shown in the study the
capabilities of advanced conventional and abrasive machining, and examples of their
highly effective integrated application in production the parts made of difficult-to-cut
materials.
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However, the authors of this study have identified the energy methods as the most
promising and progressive ones for the parts surface finishing [4]. At the same time,
a number of methods that directly relate to a surface finishing are not sufficiently
presented: superfinishing, honing, polishing, and others, which consider the task of
providing minimal roughness and high accuracy of parts.

The study [5] shows that toolwear is one of the factors that directly affects the quality,
the cost of the part and the expenses for production in general. This study describes the
prediction of surface roughness value (Ra) and tool temperature (°C) for turning using
artificial neural network (ANN)method andmultilinear regressionmodel (MLRM). The
results have shown that the ANN method is more effective than the regression model
to estimate surface roughness and tool temperature, but requires practical testing and
confirmation of the adequacy of the method and model. Testing of surface roughness
prediction is presented in the study [6] on the holes of aerospace structural assembly
components made of a polymer composite material. However, despite their positive
results, they are not sufficient to assess the quality of the metal parts surfaces, which
requires additional research.

Ultra-precision machining (UPM) as a type of nanotechnology is already a usual
practice of mechanical processing of solidmaterials. In [7] it is reported that components
of optical devices require ultra-precision processing. UPM can provide high precision
of complex components and devices with nanometric level of surfaces processing. How-
ever, the process requires the deep comprehensive study as the non-linear and complex
nature of the UPM process arises a major challenge to predict the parameters of surface
formation and its finishing. Recent achievements in Industry 4.0 and machine learning
provide effective means to optimize UPM process parameters, particularly by a in-
process monitoring and forecasting, thus avoiding the traditional trial-and-error method.
The study [7] attempts to provide a comprehensive and critical review of state-of-the-art
of the surface monitoring and forecasting in UPM processes.

An analysis and prognosis of further research in this area using artificial intelligence
(AI) and digital technologies to solve practical UPM problems in real time is also pre-
sented here in. However, as in the studies [4, 5], as in [7] one there is no approbation,
which requires the further studies. The study [8] shows theoretical results on the forma-
tion the surface roughness of edge of conjuncted surfaces and it has been found that with
increasing the surfaces roughness indicators, the edge fillet radius also increases. Data
from the study [8] can be used as an addition to the studies [5] and [6] with subsequent
testing.

The study [9] has presented the modeling of surface roughness of processed parts
depending on cutting parameters (spindle speed, depth of cut, and feed rate) and the pro-
cessing vibration in the end-milling process. Todetermine the effect of cutting parameters
on surface roughness the analysis of variance has been used. The results show that the
combined influence of spindle speed and depth of cut significantly influences the surface
roughness. The comparison of the prediction performance of multiple regression mod-
els and neural network-based models shows that ANNmodels provide higher prediction
accuracy for all training data with R = 0.96 and root mean square error (RMSE) =
3.0% compared to regression models with R = 0.82 and RMSE = 7.57%. Independent
processing tests have been performed to check the modelling results; the results are that
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the ANN model, based on cutting parameters with mechanical vibration, has a higher
average prediction accuracy (93.14%) than the models with three cutting parameters.
Finally, the possibility of using the predictive model as the basis for developing an online
surface roughness recognition system has been successfully demonstrated in a contour
milling test. This study shows that predictive models based on cutting process param-
eters with considering the machining stability will provide the accuracy prediction in
application to milling processes.

In the study [10], surface roughness has been considered as an important measurable
parameter that helps to ensure the quality of the ready product. The authors explain that
the use of cutting fluid in the processing zone minimizes heat generation in the tool-
workpiece interface,which reduces the surface roughness. In this study, cutting fluidwith
aluminum oxide nanoparticles of 30 and 40 nm in size is used while turning the AISI
304 steel. The input parameters selected for the study include cutting speed, depth of cut,
feed rate, and nanoparticle concentration. Threemachine learning-basedmodels, includ-
ing linear regression (LR), random forest (RF), and support vector machine (SVM), are
further used to estimate the surface roughness and compare the experimental values with
the predicted values. The coefficient of determination (R2), mean absolute percentage
error (MAPE), and mean square error (MSE) have been used to evaluate the accuracy of
the predicted values. Random Forest outperformed the other two models at both 30 and
40 nm particle sizes with R-squared of 0.8176 and 0.7231, respectively. Therefore, the
research results in [10] present a new approach to predict surface roughness by changing
the particle size of cutting fluid, which can save time and waste both of material and
energy. However, despite the positive results of the selected models, they require clarifi-
cation for each specific material with the selection of coolant nanoparticles. An addition
becomes the study [11], which explores a method based on the process of magnetorhe-
ological finishing (MRF), the mechanism of which is to reduce the roughness Ra on the
outer surface of cylindrical parts of high precision made of non-magnetizable materi-
als. The test samples in this study are made of non-magnetizable, soft and lightweight
aluminum (Al). The apparatus used for this experiment perform two main motions: the
first uses linear alternating motion to improve processing conditions, and the second one
uses rotational motion of the sample. The experimental results have allowed us to draw
a conclusion about the feasibility of using this method in surface finishing of cylindrical
aluminum parts.

The study [12] compares thermochemical, gas detonation and thermo-energy meth-
ods, where the advantages of the last one over the others have been presented. It should
be noted that to ensure the specified roughness of high-precision parts when using the
thermal pulse method, the main thing is to provide the optimal conditions of surface
processing. That is, the melting of irregularities and burrs should be performed in way
that guarantee the avoiding of negative consequences due to effects of high-temperature
and aggressive products of combustion. The authors of the study [12] state that such con-
ditions shall be met by matching the characteristics of the heating source and the part,
followed by organizing the process of local removal of combustion products. However,
the study has not indicated a method or technique to set the thermal pulse processing
modes for high-precision parts. Intuitively, the authors have determined these modes
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experimentally, which is very labor-intensive and expensive way. The research is com-
plemented by the study [13], in which the authors have presented process automation
using a digital twin. However, despite the positive results obtained in this study, they are
not sufficient for using in manufacturing and require additional research.

Today, an alternative is the electrochemical method, which is based on the process
of anodic electrochemical dissolution of materials in an electrolyte environment under
the influence of a high-density current. A number of studies has presented the positive
results of electrochemical honing technology using the example of processing the parts
of gas turbine engines when: stitching precision holes of small diameter and complex
geometric shape [14]; processing of the flow part of thin-walled compressor blades
and blisks; microstructuring and surface texturing of parts [15]; shaping of elements of
promising seals; processing of parts made of difficult-to-cut materials [16].

Provision of high quality surfaces of parts such as gears based on the electrochemical
method is also shown in the study [17]. This study contains a detailed description of
the process principle, technological capabilities, equipment details, influence of input
parameters, regression models developed, aspects of machined surface integrity. The
authors note this method as one of the most potential microfinishing processes where
material is removed by anodic dissolution combined with the mechanical action of
abrasive grains. The prospects and importance of such superfinishing operations in the
technology of manufacturing the high-precision parts have been confirmed by scientists
from many countries [18–20]. However, their main disadvantage is that it is practically
a craft production, during which it is difficult to ensure high quality surfaces of parts
with increased precision and especially the specified roughness.

Considering the worldwide experience in the use of finishing and superfinishing
methods for processing the high-precision parts, as well as the results of analysis of
literature, in order to achieve the goal of such parts precision rate and increase their
service life, there is a need in a further research and in the creation of a unified integrated
convergence technology. An attempt to create it is shown in the concept of the authors
of the study [21]. An explanation of the proposed concept could be as follows. For
workpieces with a surface roughness of about Rz 10…40, the thermal pulse processing
alone is not enough to obtain mating surfaces, with low surface roughness, and as a
result, the honing and superfinishing become compulsory additional operations. And,
vice versa, processing of the smoother surfaces by thermal pulse processing, especially
after honing and after superfinishing, worsens the surface roughness, which has been
experimentally proven by the authors of the study [5]. Electrochemical processing of
all surfaces of parts shall be performed as a final operation, the purpose of which is to
increase the smoothness of the parts surfaces, to remove micro and nanoparticles by
chemical dissolution, while achieving individual dimensional accuracy with deviations
of up to 0.001 mm.

In comparison with the well-known superfinish technology, the electrosuperfinish
has the base which has been proposed by the authors of the study [21] as the principle
of exposure to a high-density focused current of constant or pulsed action (6), which
is located in the superfinish holder (3) and moves relative to the surface of the part (1)
(Fig. 1). During processing, rapid dissolution of surfaces protrusions in the rough relief
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occurs, and in the “cavities” of parts surfaces, dissolution occurs in a slow mode. There-
fore, for processing parts such as “shafts” it is advisable to use electro-superfinishing,
and for the parts with processing of internal surfaces and holes – electro-honing.

Fig. 1. Scheme of concentration (focusing) of the current flow during electrochemical superfin-
ishing, where are profile of the part roughness (1); top contour of the oxide film (2); superfinishing
tool holder (3); cathode (4); anode – processed part (5); focused current flow (6)

The product (1) immersed in the electrolyte is covered with an oxide film (2), which
constantly dissolves and forms again throughout the entire process. It shall be emphasized
that one of its functional purposes is to create a protective environment between themetal
and the electrolyte. Processing of the metal surface occurs directly under the film due to
the exchange of electrons and ions between the anode and electrolyte. It should be noted
that the thickness of the formed film is always less at the peaks of the surface roughness,
therefore it is from those peaks that the process of metal dissolution starts. And vice
versa, in the valleys of surface irregularities the film layer is thicker and slower exchange
processes of charged particles are observed in them. The speed of surface polishing shall
be influenced by changing the temperature, current and stirring the electrolyte.

A distinctive peculiarity of the proposed scheme that for the concentrating (focusing)
the current flow during electrosuperfinishing is used the movement of the electrode
relative to the surface of the part, which allows the following:

• to increase the current density by reducing the width of the cathode gap;
• to use a direct current source instead of a pulsed one, while achieving a polishing

effect;
• to remove oxidation productswhilemaintaining the cleanliness of the surface of parts;
• to intensify a mixing of the solution and to form the oxide film of a stable size.

4 Experimental Study of Electrosuperfinishing Processing
on the Example of Processing the Roller

Experimental studies have been performed on an installation for electrochemical pro-
cessing of small-sized parts in a stationary electrolyte, model EZI-2M (Fig. 2). The
samples have been made of cylindrical steel 20 with a diameter of 20 mm and a length
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of 60 mm. The sample rotation motor has been powered by an EZI-2M installation with
the ability to regulate both the DC current and voltage values.

Fig. 2. Installation for electrochemical processing of parts model EZI-2M.

The processing has taken place in a 10% sodium chloride solute at a temperature
of 30 °C and at sample rotation speed of 500 1/min. The current value has been set for
all samples to 1 A, which corresponded to a current density in the processing zone of
2.2–2.5 A/cm2. Measurements have been performed periodically, in 10-min increments,
in the range from 0 to 60 min. After each processing interval, the roughness of the
sample has been measured in 3 sections along its length and in 4 positions along the
radius of each section. The sample has been divided into three zones: 1-processing zone
without current concentration; zones 2 and 3 have had a concentrated current flow along
the generatrix of the cylindrical sample. Surface roughness has been measured with a
TMR-120 device.

The studied sample has been installed in a special cassette of the sample processing
unit using the electro-finishing method with the possibility of rotation driven by a motor
(Fig. 3).

Fig. 3. External view of the sample processing unit using the electrofinishing method.
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There are the measurement results in Table 1. The roughness values measured at
4 points of one section are reduced to the average value, which more clearly reflects
changes in roughness after processing (Table 2).

Table 1. Results of measurements of sample roughness at different processing time.

Parameters Surface Roughness, Ra

min 0 10 20 30 40 50 60

Zone 1 Point 1 4,58 4,21 4,2 4,18 3,15 3,15 3,15

Point 2 5,52 4,63 4,6 4,6 4,15 4,15 4,15

Point 3 4,47 4,13 4,1 4,0 3,54 3,54 3,54

Point 4 4,83 4,67 4,42 4,3 3,14 3,14 3,14

Zone 2 Point 1 5,20 4,83 3,04 2,83 2,53 2,20 2

Point 2 5,07 2,21 2,21 1,94 1,94 1,72 1,52

Point 3 5,23 2,28 2,28 2,19 2,11 2,04 1,79

Point 4 4,43 2,39 2,37 2,09 2,0 1,96 1,73

Zone 3 Point 1 4,31 3,91 2,71 2,33 2,09 2,0 1,82

Point 2 4,24 2,28 2,28 2,17 2,04 1,92 1,64

Point 3 4,52 2,37 2,35 2,22 2,22 1,68 1,44

Point 4 4,57 4,08 2,5 2,5 2,42 2,38 2,03

Table 2. The average surface roughness values (Ra) in the measured sections of the workpiece.

Time, min 0 10 20 30 40 50 60

Zone 1 4.845 4.41 4.33 4.27 3.50 3.5 3.5

Zone 2 4.9825 2.928 2.48 2.26 2.15 1.98 1.76

Zone 3 4.41 3.16 2.46 2.31 2.19 2.0 1.73

A graphical representation of the change in the samples surface roughness over
the processing time has been presented in Fig. 4. Analysis of the graph of the change
in the samples surface roughness over the processing time shows that in the zone of
conventional electrochemical processing in a stationary electrolyte there is a smooth
decrease in roughness froma value ofRa 5.0 toRa about 3.5 under the conditions defined.
These data are confirmed by the studies of other authors [9]. In the processing zone with
a concentrated current density and pulsed action on the material with a frequency of
500 Hz, a decrease in roughness has occurred from a value of Ra 5.0 to Ra less than
2.0, which is 1.75 more productive compared to the sample under the same conditions
defined in a stationary electrolyte. This confirms the more significant effect of pulsed
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current on the process of dissolving the micro-protrusions of surface roughness, which
is obviously explained by the authors’ assumptions about the concentration (focusing)
of the current flow during the movement of the electrode over micro-roughness, and it
dissolves exactly the peaks of the protrusions more effectively.

Fig. 4. Graph of changes in the roughness of samples during processing: a zone with conven-
tional electrochemical processing in a stationary electrolyte (1) and a zone of processing with a
concentrated current density and pulsed action on the material with a frequency of 500 Hz (2) and
(3)

At the same time, in a processing zonewith a concentrated current density and pulsed
action on the material with a frequency of 500 Hz, such a reduction in roughness occurs
more effectively at the initial stage of processing. So, in the first 10 min of processing,
the roughness has decreased by 60% of the total decrease in 60 min. This fact once again
confirms that large microroughnesses produce concentration (focusing) of the current
flow to a greater extent during themovement of the electrode over themicroroughnesses.

Simultaneously the measurements of the diameter of the samples have been per-
formed after each stage of processing. The nominal diameter of the sample has been
20 mm, therefore Table 3 shows only changes in diameters in three zones along the
length of the sample relative to the initial diameter in the measured section.

Table 3. Results of measurements of changes in sample diameters at different processing time.

Processing time, min 0 10 20 30 40 50 60

�d, мм
Zone 1

0 0,0035 0,0064 0,0048 0,0024 0 0

�d, мм
Zone 2

0 0,024 0,05 0,08 0,084 0,12 0,16

�d, мм
Zone 3

0 0,028 0,055 0,083 0,089 0,16 0,18
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The measurements have been performed with a micrometer clamp with a division
value of 0.002 mm. A graphical representation of the change in sample diameters over
processing time is presented in Fig. 5.

Fig. 5. Graphof changes in sample diameters during processing timeof zone (1)with conventional
electrochemical processing in a stationary electrolyte and zones (2) and (3) with processing of the
material with a concentrated current density and pulsed action with a frequency of 500 Hz

Analysis of the data of both graphs and tables has shown that the results of measuring
the diameters of the samples over the processing time have had the same nature as the
change in the roughness of the samples during the processing time. The difference in the
gradient of the characteristics of changes in sample diameters during processing time
compared to the characteristics of changes in the roughness of samples is obviously
explained by different measuring tools to determine these two quantities. Although
there is correlation between roughness and the solid body boundary, apparently the real
experiments are not enough to define it. However, the smooth nature of the graphs of
changes in the roughness and diameters of the samples suggests that this processing
method give opportunity to interrupt the processing over a wide range of time and, thus,
achieve the high accuracy of product diameters (up to 0.001 mm) while simultaneously
the surface roughness of the processing part surface improves.

Further improvement of the presented convergence technology for finishing process-
ing of high-precision parts could be continued in research of technologies of coating by
nanomaterials to provide the necessary physical and chemical surfaces properties of
parts.

5 Conclusion

A comparative analysis of known methods of parts surface finishing, used to achieve
the required surface roughness, has shown the promising prospects of convergence tech-
nology of high-precision parts producing. It is shown that among the many processes,
which by their characteristics could be the components of convergence technology, it’s
the electrochemical processing have a prominent place, as well as the method and device
for electrosuperfinishing proposed by the authors.

Experimental researches of electrofinishing processing in comparison with process-
ing in a stationary electrolyte using the samples of roller surface fininshing have shown
the effectiveness of the pulsed current using in the process of dissolving the micro-
protrusions of surface roughness. It has been found that in the processing zone with
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a concentrated current density and pulsed action on the material with a frequency of
500 Hz, a decrease in roughness have occurred from a value of Ra 5.0 to Ra less than 2.0,
which is 1.75 more productive compared to the sample processed under the same con-
ditions in a stationary electrolyte. Also, the analysis of the experimental results has
discovered an active decrease in roughness during the first 10 min of processing, which
proves the adequacy of the accepted theory about the concentration (focusing) of the
current flow during the movement of the electrode over micro-roughness.

Convergence technology for high-precision parts has been developed in order to
achieve precision and increase of the service life of such parts. It has been noted that
the proposed processing method allows to interrupt the process over a wide time range,
which resulted in achieving the high accuracy (up to 0.001 mm) while simultaneously
improving the surface roughness of the processed part. Further research may involve the
implementation of experimental study on more complex high-precision parts with the
determining of rational conditions to obtain the necessary precision parameters of such
parts surfaces.
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Abstract. This paper explores the application of symbolic regression, a technique
rooted in genetic programming, tomodel the nonlinear hyperelastic and viscoelas-
tic deformation behaviors of materials. The research focuses on two theoretical
models (Neo-Hookean and Mooney-Rivlin) for hyperelastic material identifica-
tion and generalized linear viscoelastic model. The models in their combinations
are discovered in the context of soft bio tissue deformation. Synthetic datasets are
generated based on these models, and symbolic regression is employed to obtain
mathematical expressions representing the material behavior. The study presents
the results of an implementation of the symbolic regression procedure based on
those datasets in the form of analytical expressions and graph-tree structures. The
iterative dependencies of the convergency of the symbolic regression for the ana-
lyzed cases are carried out. The results showcase the capability of the symbolic
regression approach in capturing the time-dependent and complex nature of vis-
coelastic deformation. However, the problem of identification of the models that
represent periodic time-varying that is set in a parametric way is figured out. It is
shown the iterative dependencies of the convergency of the symbolic regression
for the analyzed cases.

Keywords: Symbolic Regression · Viscoelasticity · Hyperelastic Materials ·
Data-driven material modeling

1 Introduction

Many engineering applications required to use rubber-like and plastics materials that
demonstrate hyperelasticity with geometrical and physical nonlinearity as well as vis-
coelasticity behavior. The last is also corresponds with the problems of modeling of soft
biomaterials. Mathematical models of such material behavior are used in a wide range
of practical applications, where computer simulations help to design, synthesis, analysis
and prognosis. These models based on different theoretical statements but always rely
on natural experiments.

Despite the fact that there aremany different complex nonlinearmodelswhen applied
to real data, the convergence is often unsatisfactory. It is not obvious which model is the
best. Multiparameter complex models should be flexible to describe complex behavior

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
M. Nechyporuk et al. (Eds.): ICTM 2023, LNNS 1008, pp. 163–172, 2024.
https://doi.org/10.1007/978-3-031-61415-6_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-61415-6_14&domain=pdf
http://orcid.org/0000-0003-0781-6806
http://orcid.org/0000-0002-5721-4400
https://doi.org/10.1007/978-3-031-61415-6_14


164 N. Fomenko and O. Larin

but they stack with the poor and non-guaranteed convergence of traditional nonlinear
regression procedures. Moreover, complex models are difficult to use in further analyses
from the computational point of view.

Relatively modern trends in this field are directed at soft computing and machine
learning [1] approaches for the identification of the material models and their parameters
best fitting. Fromdifferent data-driven frameworks, amethod of symbolic regressionwas
recently proposed for a wide range of material science and mechanics applications and
could be a promising tool. Successful cases of symbolic regression usage are found in the
generation of analytical equations for wind speed forecasting [2]; in the problem of the
collision of two masses, which leads to obtaining asymptotic expansions [3]; physical-
basedmaterial science problems like an effectivemany-bodymulti-scale potentialmodel
[4]. An interesting, but slightly exotic application of symbolic regression is found in the
solution of the problem of efficient specific subject area knowledge integration [5].

In this paper, we propose to study the usage of the symbolic regression approach for
obtaining the models of nonlinear hyperelastic and viscoelastic material deformation.

2 Symbolic Regression

Regression analysis is the main statistical method for building mathematical models of
objects or phenomena based on experimental data. So, in simple terms, we’re looking
for a relationship between the input (independent variables) and the output (depen-
dent variable). The goal is to find a mathematical equation that best fits the data and
allows making predictions about the output based on the input. It can be done in many
ways. Conventional regression methods define the model structure in advance and then
optimize model parameters. Symbolic regression, however, derives simultaneously the
structure and parameters of the model based on the data.

2.1 Genetic Programming

Symbolic regression is usually implemented using genetic programming (GP). It is a
method for automatically creating computer programs from a problem statement, which
is a subtype of evolutionary algorithms that use the principles of natural selection to
evolve a population of programs to solve a problem. The main distinguishing feature
of GP is that it does not select the best values of model parameters, but searches for
a solution by changing the structure of the model. But at the same time, the obtained
structure may not give us any idea about the actual operation of the system [6].

In GP, solutions are represented as hierarchical structures, often in the form of tree
structures. These trees are composed of functions, that represent operations or actions and
terminals that represent variables or constants. The tree structure is evolved over time to
generate candidate solutions. A population of candidate programs is randomly generated
to start the evolutionary process. Each program in the population corresponds to a tree
structure. The fitness of each program is evaluated by measuring how well it performs
the desired task. The user defines a fitness function that quantifies the performance of a
program with respect to the problem at hand.
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First, the user must define some basic building blocks (mathematical operations and
variables to be used); then the algorithm tries to build a model using them. Then GP
uses a physical symbol system divided into two sets. The first set, called the terminal
set, contains the symbols for the independent variables, as well as parameter constants,
if necessary. The content of this set is determined only by the nature of the problem to
be solved. All the basic operators used to form the function are in a second set called the
function set. For example, the second set may contain arithmetic operators (−, +, *, /),
and possibly others such as log, sqrt, and sin(), depending on the intended complexity
of the regression [6].

2.2 Technical Stack

Today, a number of ready-made programmed solutions for using symbolic regression
are presented.

• gplearn is a Python package, that extends the scikit-learn machine learning library to
perform GP with symbolic regression [7].

• Deep Symbolic Optimization (DSO) is a deep learning framework for symbolic
optimization tasks [8, 9].

• PySR is developed alongside the Julia library SymbolicRegression.jl, which forms
the powerful search engine of PySR [10].

• symreg – Python library, that works with a modified NSGA-II algorithm, and applies
NumPy functions for vectorized evaluation of input [11].

• QLattice is a supervised machine learning tool for symbolic regression, based on the
Python module Feyn, which defines the criteria that the models must meet [12].

• Operon – C++ framework for symbolic regression that uses GP [13].

In this study we opted for Deep Symbolic Optimization. The main features of this
package are listed below, and the hyperparameters that were varied to achieve better
results on our data are described.

Three main hyperparameters are used to tune the algorithm for its better validation:

1. Functional of quality that is formulated from the sense of metrics that is used.
2. A policy optimizer, which is an algorithm for optimizing the parameters.
3. Token optimization options.

Metric. Regression metric maps true and estimated values to a scalar. Error estimation
is carried out using root mean square error normalized by standard deviation.

NRMSE = 1

σy

√
1

n

∑n

i=1
(yi − f (Xi))

2 (1)

where n – dataset size, f – possible approximation function, (X , y) – given dataset, σy
– standard deviation of the target values.

A Policy Optimizer. It is an algorithm for optimizing the parameters of a parametrized
policy. Among the proposed ones, the default method – Adam turned out to be the best.
The following characteristics for it were set:

learning_rate = 0.01 (2)
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entropy_weight = 0.01 (3)

Token Optimization Options. Degree specifies the degree of the polynomials to be fit.

degree = 2 (4)

Regressor is the underlying regressor used to learn the polynomial coefficients. We used
the least squares method.

3 Application of Symbolic Regression to the Approximation
of Nonlinear Hyperelasticity

In the current studywewill test to use symbolic regression approach for the identification
of the models of hyperelastic materials. For this goal a synthetic data was formed based
on 2 theoretical models: Neo-Hookean and Mooney-Rivlin.

According to Neo-Hookean model in incompressible statement, the Cauchy stress,
for uniaxial deformation could be generated from the following expression:

σuniax = μ(λ2 − 1/λ) (5)

where μ is the shear modulus.

Fig. 1. Tree of the obtained expression for Neo-Hookean material

Based on the formula (5) the learning dataset with 10 values was generated. That
data is used for the symbolic regression approach. The method gives us as the model

f = 3.0 · x1 · (7 · x1 + 6.0) + 1.0 · x1 (6)
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where f – is a model that generated, x1 – the independent variable that in the current
problem corresponds to strains (stretches)

Within the 2000 iterations with the accuracy R = 0.9862. On the Fig. 1 it is shown
the graph-tree of the model that is generated by symbolic regression. The result of the
approximation is plotted in the Fig. 2.

Fig. 2. Approximation for the Neo-Hookean model

Next we generated data based on the Mooney-Rivlin model. The expression for
calculating the Cauchy stress for the incompressible version of the MR model under
uniaxial deformation is following:

σuniax = 2

(
λ2 − 1

λ

)[
C10 + C01

λ

]
(7)

where C10 and C01 are material parameters.
Based on the formula (7) the learning dataset with 15 values was generated. The

method gives us as the model

f = 2x1 −
−x1 + 3

x1

x1
(8)

where f – is a model that generated, x1 – the independent variable that in the current
problem corresponds to strains (stretches)

Within the 2000 iterations with the accuracy R = 0.9822. The result of the approxi-
mation is plotted in the Fig. 3. Figure 4 shows how the accuracy of expression selection
by SR changes depending on the iteration number.
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Fig. 3. Approximation for the Mooney-Rivlin model

Fig. 4. The change of R from the number of iterations

4 Application of Symbolic Regression to the Approximation
of Viscoelastic Behavior

Wewere interested inwhether itwas possible to obtain a parameterized formof the ellipse
equation using symbolic regression. This is due to the fact that the stress-strain graph
for viscoelastic deformation of soft tissues resembles an ellipse. This can be seen in the
characteristic hysteresis loops [14]. And deformations and stresses are time-dependent.
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In the Fig. 6, the dots represent the data submitted for training, and the line represents
the expression obtained using symbolic regression.

Training on two-dimensional data, i.e. simultaneously on time (t) and strains (ε) did
not give the desired results, Rwas at most 0.8, but the approximating function had a large
error at either the starting or ending points (Fig. 5). So it was decided that the model will
be fitted on the data (t, σ ), where σ are stresses.

Fig. 5. Approximation function taking into account multidimensionality.

Let’s take t at half the period, that is, from 0 to π . The dependence of stresses on
time will be taken as follows:

σ = C1(C2sint + C3cost) (9)

where C1, C2, C3 – some material constants.
In view of the above the learning dataset with 100 values was generated. The method

gives us as the model (10).

f = (5 · x1 + 4 · cos(x1)) · (2 · x1 + 3 · sin(x1) + 10 · cos(x1)) (10)

where f – is a model that generated, x1 – the independent variable that in the current
problem corresponds to strains (stretches)

Within the 2000 iterations with the accuracy R = 0.9231. On the Fig. 6 it is shown
the graph-tree of the model that is generated by symbolic regression. The result of the
approximation is plotted in coordinates (ε, σ ) in the Fig. 7.
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Fig. 6. Tree of the obtained expression for the half of the period

Fig. 7. Approximation for the half period

Consider that t now is from 0 to 2π the learning dataset with 100 values was
generated. The method gives us as the model

f = (4 · sin(x1) + 4 · cos(x1)) · (x1 + (2 · sin(x1) + 2 · cos(x1)) · (3 · sin(x1)
+ 3 · cos(x1)) + sin(x1) + 1) (11)

where f – is a model that generated, x1– the independent variable that in the current
problem corresponds to strains (stretches)

Within the 2000 iterations with the accuracy R = 0.8189. The result of the approx-
imation is plotted in coordinates (ε, σ ) in the Fig. 8. Figure 9 shows how the accuracy
of expression selection by SR changes depending on the iteration number.
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Fig. 8. Approximation for the period

Fig. 9. The change of R from the number of iterations

5 Summary

A study was conducted on the application of the symbolic regression method to the
approximation of the behavior of materials. Synthetic data of hyperelastic materials
(Neo-Hooke and Mooney-Rivlin models) and a linear viscoelastic model were gener-
ated, which in combination can describe deformations of soft biotissues. The results are
presented in the form of analytical expressions, as well as a graph tree structure. Graphs
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of the approximating functions in comparison to the input data were also plotted and
iterative dependences of the convergence of the symbolic regression were performed
for the analyzed cases. The results demonstrate the ability of the symbolic regression
approach to capture the time-dependent and complex nature of viscoelastic deformation.
However, there is a problem of identifying models representing periodic changes in time
given in a parametric way, which is of interest for further research.
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Abstract. The article is dedicated to the exploration of the lesser-known aspects
of the life of the prominent designer and aviator of the 20th century, Kostyantyn
Oleksiyovych Kalinin.

The purpose of the study is to develop existing notions about Kalinin’s
personality and life path through historical-psychological analysis. The relevance
of the publication is determined by the need to revive historical memory and form
a more objective picture (free of ideological overlays) of the life activities of
the famous aircraft designer. This will help professionals in the field understand
the reasons that prevented the realization of Kalinin’s creative potential and the
implementation of his most progressive and forward-looking aviation discoveries
and developments.

The subject of the study is biography of K.O. Kalinin, particularly the events
between 1916 and 1919, which later led to political repression, his arrest, and
execution. As a result of the analysis of newly introduced documents and data, it
was revealed that from December 1918, K.O. Kalinin was the commander of the
1st Volyn (Zhytomyr) Aviation Division, and from February 1919, he commanded
the air squad of the Army of the Ukrainian People’s Republic (UPR) and the
Ukrainian Galician Army (UGA), and was also an inspector of the UGA. In the
summer and autumn of 1919, he served as the head of the aviation warehouse of
the Active Army of the UPR. Later, Kalinin voluntarily agreed to cooperate with
the Bolsheviks, concealing some facts of his biography. Describing in 1938 the
events that occurred from 1918–1919, Kostyantyn Oleksiyovych tried to avoid
repression and save his life. He aimed to realize himself as an aviation designer
in his homeland. Partially, he succeeded: from 1923 to 1935, Kalinin designed a
series of aircraft, including experimental ones. However, the Bolshevik authority
neglected the talent, design skills, and achievements of this extraordinary inventor,
aviator, and engineer. On October 22, 1938, after interrogations and torture on
fabricated charges, Kostyantyn Oleksiyovych Kalinin was executed.

Conclusions: Researching the biographies and achievements of famous
domestic aircraft designers allows abetter understandingof how the aviation indus-
try developed in our country and what factors influenced this process. A deeper
knowledge of the fate, life path, and personal characteristics of K.O. Kalinin will
help future aircraft builders form the necessary worldview, value orientations, and
personal qualities to overcome contemporary challenges and aspire to develop
domestic aircraft construction.
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1 The Problem Statement

It is considered that the history of technology is one of the most objective branches of
historical science, as it investigates the peculiarities of the creation, development, and
application of technical devices and systems. This can be described and studied based
on objective data such as documents, patents, and technical specifications. However, the
creators of technical achievements are specific individuals, whose inventions and design
developments profoundly impact others’ lives, the economy, culture, society, and civi-
lization as awhole. The cultural-historical and political conditions under which scientific
and technical progress takes place significantly determine the directions and results of
the inventors’ and engineers’ endeavors. Therefore, by studying the biographies of peo-
ple who have achieved success in a particular field, we aim not only to become familiar
with their innovative thinking and achievements but also to understand the historical
and socio-cultural context in which famous designers and inventors were formed and
functioned. In doing so, we form historical memory, the main purpose of which is to find
answers to the questions: Why do we remember these people and their achievements?
What is valuable in their experience? What from the work of these famous individuals
should we preserve and use for further technical progress? What facilitated or hindered
the disclosure of a person’s creative potential and the realization of their innovations?

Therefore, research dedicated to the historical-psychological analysis of the life
events and paths of our famous compatriots who have contributed to global technical
science and practice, particularly in such a vital field as aircraft construction, is timely.

The purpose of this publication is to develop existing notions about the personality
and life path of the outstanding designer and aviator, Kostyantyn Oleksiyovych Kalinin.

2 Presentation of the Main Material

The name of the aviation designer Kostyantyn Oleksiyovych Kalinin (1887–1938) is
well known to the general public thanks to many publications about him that have
appeared in periodicals and professional publications over the last few decades. Several
documentaries and television programs have been made about him. Moreover, in 1986,
aviation journalist M.B. Lyakhovetsky published the book “All in the Wing”, dedicated
to the life and work of K.O. Kalinin. While working on this book, the author used a
wide range of documentary materials, including memories of comrades, students, and
colleagues of the aircraft designer, and press from the 1920s and 1930s.

Thebook is fundamentally basedon the recollections ofAndrii TrifonovichRudenko,
who worked for a long time with K.O. Kalinin, including as the deputy chief designer
at the Kharkiv Aviation Plant [1].

The book “All in the Wing” became the first major work about K.O. Kalinin, who
entered history as the creator of a whole series of aircraft and as the founder and chief
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designer of the Kharkiv and Voronizh aviation plants. Unfortunately, the book was pre-
pared under the conditions of Soviet censorship, which led to significant inaccuracies
and gaps in Kalinin’s biography. Furthermore, some formulations in the book show an
attempt to portray the famous aircraft designer as an ideological communist and great
supporter of Bolshevik power, which, in our opinion, does not correspond to reality
(Fig. 1).

Fig. 1. Konstantin Kalinin among his colleagues. Newsreel footage taken around 1930.

The memories of A.T. Rudenko and the book byM.B. Lyakhovetsky initiated further
research into the biography of K.O. Kalinin, particularly by the aviation historian V.S.
Savin, who published his own book in 1994 titled “Planet ‘Kostyantyn’: The History of
Aviation and the Country Through the Prism of the Life of Designer Kalinin.“. Based
on archival-historical sources, the author much more deeply revealed the biography and
creative achievements of the designer of the first domestic passenger aircraftK-1,K-3,K-
4, K-5, the giant aircraft K-7, and the first tailless combat aircraft K-12. It is worth noting
that his book still attracts the attention of both domestic and foreign aviation historians.
At the time of researching Kalinin’s biography, V.S. Savin had the opportunity to work
in Russian archives and obtained invaluable materials from the personal archive of the
designer’s daughter, Nelli Kostyantynivna. He dedicated his book to her, which now
serves as a primary source for other researchers of K.O. Kalinin’s biography and his
activity as an aviation designer.

In addition to V.S. Savin, the life path of K.O. Kalinin and his contribution to the
development of domestic and global aircraft construction were also studied by A.I.
Kharuk, M.O. Zgurovsky, V.V. Tatarchuk, and others. However, some pages of the biog-
raphy of this extraordinary personality remain unexplored or have not found proper cov-
erage in the scientific literature. This particularly applies to his participation in World
War I, service in the units of the Air Fleet of the Ukrainian State, and the circumstances
that forced him to side with the Bolsheviks. The theme of Kostyantyn Kalinin’s forma-
tion as a military pilot, who proved himself in combat conditions, is also not sufficiently
illuminated. Therefore, we set ourselves the task of filling these gaps in K.O. Kalinin’s
biography, clarifying certain pages, and supplementing them with new facts of scientific
interest.
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Let us recall that Kostyantyn Oleksiyovych Kalinin was born in Warsaw on January
24 (February 5) 1887, in the family of titular counselor Aleksey Kirillovich Kalinin.
M.B. Lyakhovetsky writes that the father of the future aircraft designer descended from
Ukrainian peasants living in the Valuyki area of the Voronizh province and had the
surname Kalyna-Malyna, but during his service in the Tsar’s army, for convenience,
he was recorded as Kalinin [2, p.9]. Aleksey Kalinin rose to the rank of staff captain
and, upon retirement, received the title of personal nobleman. His mother, Marianna
Frederikovna von Braun, was Polish and came from an impoverished noble family [3,
p.8].

Under Soviet rule, Kostyantyn Kalinin had to conceal his noble origin and even his
place of birth, though this did not save him from Stalin’s repressions. In 1938, among
the standard and fabricated accusations that the NKVD put forward against the famous
aircraft designer, they recalled his service in the Tsarist and Petliurist armies, which in
the Stalinist regime was equated with a state crime.

But let’s return to the origins of his life path.
Kostyantyn Kalinin’s father died when his youngest son was barely five years old,

so the boy’s upbringing was mostly done by his mother. She gave him a good home
education, which later allowed him to graduate externally from a real school in Warsaw
and to enter a teacher’s seminary in the town of Andreyevo or Jędrzejów in the Kelect
Voivodeship, which Kostyantyn graduated with honors. To help his family, he worked
for a while as a turner at the foundry and mechanical plant in Korstein and taught at a
private school in the town of Wodzisław. In 1905, Kalinin joined the Polish Socialist
Party, participated in the distribution of revolutionary proclamations, for which he was
arrested and spent six months in prison [3, p.10].

In 1909, K.O. Kalinin entered the Odessa Infantry School, which he graduated with
first-class honors [4]. We can assume that it was during his studies that the young cadet
saw the first flights on airplanes carried out by glider pilots of the Odessa Aero Club
and became acquainted with the theory of aeronautics. It was from this time that the
young man developed a passionate fascination with aviation and a desire to fly, which
he was able to realize only in 1916, when he became a student at the Gatchina Military
Aviation School. However, he began his military career as a second lieutenant of the 3rd
Siberian Rifle Artillery Brigade, then as an assistant to the head of the training team of
the artillery division. During World War I, he served in the 5th Separate Heavy Artillery
Division of the 20th Infantry Division, which fought on the Western Front [4]. But even
during the war, the dream of aviation never left him.

On February 27, 1916, Kalinin wrote a report to the head of the Gatchina Military
Aviation School, requesting permission to train at the mentioned school to then continue
his service in one of the aviation units of the active army. His report was approved, and
fromApril 1, 1916, he became a student at the aviation school. Due to the acute shortage
of aviators at the front, the training at the school, which usually lasted about a year,
was shortened to six months. The theoretical course included the basics of aviation,
particularly aerodynamics, aviation engines, aeromechanics, and about a dozen other
specialized subjects. Some lectures were conducted at the Saint Petersburg Polytech-
nic Institute, where Kalinin first became acquainted with the wind tunnel and aerolab.
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Officers underwent industrial training at the Lebedev factory, which at that time was
producing French “Voisin” aircraft with “Salmson” engines [3].

In the military aviation class where Kalinin studied, there were about fifty officer-
students from various branches of the military. He was one of the best. M. Zgurovsky
writes that K.O. Kalininwas fortunate to study under the famous aviation expert, Colonel
Sergii Ulyanin, who educated a whole array of outstanding aviators. At that time, the
name of this aeronaut, pilot, and aircraft designer was as legendary in the Russian
Empire as the names of Sergii Utochkin, Mykhailo Yefimov, and the designer and pilot
Igor Sikorsky. Among Ulyanin’s students were such extraordinary personalities as Petro
Nesterov, Evgraf Kruten – a famous air fighter and one of the first developers of fighter
aviation tactics, Olexander Kazakov – a celebrated ace of WorldWar I, Yan Nagurskiy –
the first polar aviator, and many others [5].

On June 25, 1916, K.O. Kalinin made his first solo flight on a “Farman-7” training
biplane, and overall, during three months of training, he performed over 200 flights, of
which 69 were solo [6]. After successfully passing his exams, he received the rank of
military pilot and was assigned to serve in the 26th Corps Aviation Squadron, which was
part of the 9th RussianArmyfighting on theRomanian Front.Mostly, Lieutenant Kalinin
flew on the “Voisin” aircraft, conducting aerial reconnaissance of German positions, and
quickly established himself as a brave and competent pilot. He also participated in air
battles and bombings of enemy positions. For destroying a bridge over the Bystrytsia
river ‘with two bombs, he was awarded the Order of St. Stanislaus 3rd degree with
swords and bow. He had previously been awarded two Orders of Anna of the 4th and
3rd degrees [3, p.33].

The command highly rated K.O. Kalinin’s officer qualities and professional knowl-
edge. Therefore, at the beginning of November 1916, he was appointed head of the tech-
nical department of the 26th aviation squadron, responsible for maintaining the entire
fleet of aircraft in working order. For some time, Lieutenant Kalinin also performed the
duties of the commander of the aviation squadron [4].

A. Kharuk notes that in the summer of 1917, the entire Russian army aviation num-
bered 84 aviation squadrons: 24 fighter, 44 corps, 4 artillery, and 12 army. They were
distributed among five fronts, two of which – the Southwestern and Romanian – were
located in Ukraine [7]. In June-July 1917, during the retreat, the aviation of these fronts
suffered significant losses, which were never compensated. At that time, the core of
the army aviation fleet consisted of French-designed aircraft, mostly assembled at Rus-
sian enterprises. These included fighters and reconnaissance aircraft such as “Nieupor”,
“SPAD”, “Voisin”, “Caudron”, “Morane” of various modifications, with 214 of them on
the Southwestern and Romanian fronts. Russian-designed aircraft were represented by
“Anade” reconnaissance planes from the Odessa firm “Anatra”. But overall, the situation
of the reconnaissance aviation was very poor. The most common reconnaissance aircraft
on the Southwestern and Romanian fronts were various modifications of “Farmans” and
“Voisins”, numbering respectively 47 and 20. These were bulky biplanes with pusher
propellers and low-powered engines. The characteristic propeller placement on these
aircraft blocked the tail sectors of fire for the onboard machine gun, making the aircraft
practically defenseless against fighter attacks. This flaw was exacerbated by low speed
and insufficient maneuverability [7].
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It was on suchmachines that Kostyantyn Kalinin had to fly. However, in the spring of
1917, Russia purchased fifty of the newest “Farman-40” aircraft in France, which were
given to the best Russian pilots. One of them was received by Kalinin, who, along with
his subordinate mechanics, set about assembling the airplane [3, p.45]. Unlike many
other pilots who disliked manual labor, K.O. Kalinin was not averse to it and eagerly
delved into the smallest technical details.

We can conclude that K.O. Kalinin was a promising pilot and officer in the Russian
Imperial Army. This is evidenced by the service appraisal materials of the military pilot,
Lieutenant of the 5th Separate Heavy Artillery Division, Kostyantyn Kalinin: “He has a
balanced, calm, decisive, and noble character. Excellent mental abilities, quickly grasps
and assimilates everything new. Able to assess the situation and quickly choose the
correct decision. Firm, consistent, and logical in his decisions. Has good theoretical and
practical preparation for aviation service, to which he is devoted and loves. Respected by
comrades, strict, fair, and approachable with lower ranks, quickly understands people
and rarely makes mistakes about them. Will be a strict, fair, and authoritative leader.
Loves flying very much and flies excellently - bravely, thoughtfully, cautiously, and
beautifully. Extremely persistent during combat missions, cautiously bold, cool-headed,
and brave. Capable of combat work in very difficult conditions. Has organizational skills
and can inspire people with vitality and a desire to work. Highly desired as a squadron
commander” (emphasized in the document) [3].

Interestingly, KostyantynKalinin continued to fly evenwhen hewas alreadyworking
as the chief designer at the Kharkiv Aviation Plant. He participated in the test flights
of his aircraft, although it involved significant risk to his life. This was also the case
during the first test flight of the giant aircraft K-7 when, contrary to instructions, K.O.
Kalinin took the seat of the second pilot. Due to technical sabotage, the aircraft almost
crashed and was landed at the airfield with great difficulty. For his brave actions, the
chief pilot Snegirev was thanked, but the chief designer Kalinin was reprimanded for
the unauthorized flight on the experimental aircraft without the necessary permission [1,
p.31]. But let’s return to the fateful events of 1917.

In the summer of 1917, amidst the democratization that swept the Russian troops,
K.O. Kalinin was elected commander of the 26th Corps Aviation Squadron, which was
still on the Romanian Front. This decision was confirmed by the order of the Field Avi-
ation and Aeronautics Administration at the Headquarters of the Supreme Commander
on September 6, 1917. Probably at the same time, he was promoted to the military
rank of staff captain. In this position, new leadership and professional qualities of K.O.
Kalinin emerged, both as a pilot and as a commander. Notably, he was one of the first to
use radio communication to adjust artillery fire from the air, significantly enhancing its
effectiveness. However, the overall situation on the Romanian Front was deteriorating,
and under the pressure of Austro-German forces, the Russian army was forced to retreat.

At the end of November 1917, the 26th Corps Aviation Squadron, commanded by
K.O. Kalinin, was located at one of the field airfields in the city of Suceava in Bukovina.
Later, the Military Committee of the aviation squadron decided to immediately evacuate
the aircrafts and aviation property to the territory of Russian-controlled Bessarabia,
and from there to the city of Mogilev-Podolsky. Soon, the German troops launched an
offensive along the entire Eastern Front from the Baltic to the Black Sea and captured
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Mogilev-Podolsky. The political situation in Russia also changed. After the Bolshevik
coup, the Civil War began, and in Ukraine, all power passed to the Central Rada.

On December 4, 1917, an order from the Government of the Ukrainian People’s
Republic arrived at the front, subordinating the Southwestern and Romanian Fronts to
the Central Rada, resulting in the formation of a single Ukrainian Front. The 26th Corps
Aviation Squadron was disbanded. This marked the beginning of events related to the
creation of the Armed Forces of the Ukrainian State and its Air Fleet.

As known, on December 13, 1917, the Ukrainian Central Rada officially formed the
Air Fleet, and on December 26, an order was issued by the General Secretary of Military
Affairs of the Ukrainian People’s Republic (UPR), Symon Petliura, appointing military
pilot Lieutenant Colonel Viktor Pavlenko as the “head of aviation affairs of theUkrainian
People’s Army.“ During these days, many officers of the Tsarist army, including Staff
Captain Kostyantyn Kalinin, faced a difficult question: “What to do next?” Some of
his friends joined the aviation of the Polish Army, others went to the Don region to
join General Kaledin, and still others switched to serving the Bolsheviks. Kostyantyn
Kalinin sided with the Ukrainian People’s Republic, and it seems this was a deliberate
and conscious decision. As V.S. Savin writes, the Volyn Aviation Division, in which
Kalinin served as a pilot, sided with Petliura and, after the removal of supporters of
Hetman Skoropadsky, was renamed the 1st Republican. On December 2, 1918, at the
request of the soldiers’ committee, Kostyantyn Kalinin was appointed commander of
the division. He held this position until January 20, 1919. He was granted the rank of
captain and his division participated in battles against Skoropadsky’s army near Kyiv. At
the end of December 1919, Captain Kalinin was appointed inspector of the Kyiv district
[3, p.58].

K.O.Kalinin himself describes this period of his activity somewhat differently. In par-
ticular, in the testimonies he gave on September 5, 1937, in connection with the so-called
party “purges” taking place at theVoronizhAviation Plant, he notes that he “sympathized
with the Central Rada, whose manifesto seemed to him democratic and progressive” [3,
p.60]. Obviously, he refers not to a manifesto, but to the Third Universal of the Ukrainian
Central Rada, which proclaimed the Ukrainian People’s Republic on November 7 (20),
1917. At that time, K.O. Kalinin was already in Kyiv (Svyatoshino) and, as he states,
lived near the 3rd aviation park. It is worth noting that during the Ukrainian Revolution,
the 3rd (Kyiv) aviation park was the first aviation unit to Ukrainianize and come under
the command of the Directorate of the Air Fleet of the UPR. Overall, four aviation parks
declared themselves Ukrainianized, two of which were located in Kyiv, and two others
in Odessa and Poltava. They included over 120 trained pilots with combat experience
[3, p.59].

Therefore, we can conclude that K.O. Kalinin’s presence in the 3rd aviation park was
not accidental. Further in his testimonies, he states that he joined the group of engineer
V.F. Bobrov, which tried to organize air communications, and helped him in developing
the project of air lines. V.V. Tatarchuk, who researched the biography ofV.F. Bobrov, also
pays attention to this fact. He notes that K.O. Kalinin was one of the 12 signatories of the
“Report of Ukrainian aviation specialists on the use of aviation in peacetime”, submitted
to the Ministry of Trade and Industry of the UPR in March 1918 [8]. According to some
sources, among the authors of this document were also Colonel Viktor Pavlenko and
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the Kasianenko brothers, Andriy and Hryhoriy, with whom K.O. Kalinin was already
acquainted.

After the takeover by Hetman Skoropadsky, Kalinin moved to Zhytomyr and joined
the 1st Volyn (Zhytomyr) Aviation Division, commanded by Colonel V. Hartman at that
time. Inmany sources, it is mentioned that fromDecember 1918, K.O. Kalinin was in the
position of commander of this aviation division, and fromFebruary 1919, he commanded
the air squadron of the UPR and UGA Army, and was also the inspector of UGA. In the
summer and autumn of 1919, he also served as the head of the aviation warehouse of the
Active Army of the UPR. Although Kalinin himself does not specify his service in the
Air Fleet of the Ukrainian State, this can be traced in his testimonies mentioned above.
The document is titled (in the original language) «Сведения о моем пребывании на
территории белых: Центральной Рады, Директории и Петлюры в 1918 и 1919 гг.»
(“Information about my stay in the territory of the Whites: Central Rada, Directorate
and Petliura in 1918 and 1919”) and is quite valuable and informative. It should be noted
that the original of this document is kept in the archival-criminal case of K.O. Kalinin
in Russia. His daughter, Nelli Kalinina, managed to obtain a copy of this document
and passed it to V.S. Savin, who published it in the book “Planet ‘Kostyantyn’”. For
the purpose of introduction into scientific circulation, we present the full text of this
document in the Ukrainian translation with some of our notes and explanations.

"Information about my stay in the territory of the Whites: Central Rada,
Directorate, and Petliura in 1918 and 1919."

In Mogilev-Podolskiy, where I arrived with the aviation squadron from the city of
Beltsy, fleeing from the Romanian occupants, the Central Rada was in power. After a
few days, Mogilev-Podolskiy was occupied by Austrian troops. The squadron’s people
dispersed, leaving a few pilots and soldiers. I went to Kyiv, occupied by the Germans,
and lived near the third aviation park (Svyatoshino), where I joined, as a pilot, the group
of engineer V.F. Bobrov1, who was then starting the organization of air communications.
I helped him develop the project of air lines and securing the material part for this. This
was during the Central Rada. At that time, I sympathized with the Central Rada, whose
manifesto seemed to me then democratic and progressive, but I disagreed with the policy
that led to the invasion of Wilhelm’s army2. My work with Bobrov continued until the
appearance of the Hetman, installed by the German command, because work on air
routes was covered up. I lived in Kyiv for another month, then moved to Zhytomyr,
where the remnants of the aviation squadron from Mogilev-Podolskiy moved.

There, together with pilot Bogomolov (word unclear), we picked up an abandoned
car, repaired it, and for 2–3 months engaged in transport, carrying passengers to Kyiv
and back.

1 BobrovViktor Flavianovich - the first rector of theKyiv Polytechnic Institute (sinceDecember
15, 1921) and the first director of the Kyiv Aircraft Repair Plant “Remvozduh No. 6” (now the
State Enterprise “Kyiv Aviation Plant “Aviant”).

2 Wilhelm’s army - Wilhelm Franz von Habsburg-Lotringen (Vasyl Vyshivany), Ukrainian mil-
itary figure, politician, diplomat, poet, Austrian archduke (archduke) of the Habsburg dynasty.
During the Ukrainian revolution, he was a colonel of the Legion of Ukrainian Riflemen..
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During this time, Colonel Hartman3, who commanded in the old army a division
which our former squadron was a part of and whose remnants were then in Zhytomyr
andwere declared as a division, took over its command. InNovember, when the insurgent
movement against the Hetman intensified, a state of siege was declared in Zhytomyr,
and all former officers and soldiers of the old army were mobilized. We, the pilots,
former officers, were gathered by Hartman and he announced that we were mobilized,
that there is no Ukraine, but a South Russian army, which is subordinate to General
Keller4. Anyone who disobeys will be executed. Tomorrow morning we are to march
on foot against the ‘bandits’ who are advancing on Berdychiv.

I told him that these are not bandits, but the insurgent Ukrainian people, against
whom I will not go. He threatened me with execution if I do not follow his order.

I warned the soldiers about the meeting and Hartman’s decision.
In the morning, only a few armed officers went ‘to the front’ with Hartman, and they

were bayoneted by the insurgents.
I stayed with the soldiers of the squadron and those pilots who did not go with

Hartman. By evening, the insurgent units under Oskilko’s.5 command entered the city.
The soldiers’ committee of the aviation division proposed me to be the commander.

We were included in the composition of the arrived insurgent army.
A few days later, the 3 operational aircraft of the division were sent by me to Kyiv

for an operation against the Hetman and there bombed the Hetman’s forces.
Soon after the capture of Kyiv, Oskilko called me to the staff and ordered to send

the aircraft to Mozyr, from where the Bolsheviks were advancing. He sent me to the
airfield accompanied by his adjutant. Noticing that he was not knowledgeable in aviation
matters, I ordered to put bombs without detonators in the planes, and explained to the
pilot Khimich that after returning, to report that fog hindered the flight. That’s what was
done. The plane quickly returned, the pilot reported the fog. Oskilko called me again,
shouted that he would shoot me, arrested me, and sent me for interrogation to his chief of
staff, whom I managed to convince that indeed the weather was a hindrance. I saw that
the weapons of the Directorate were directed against the people, against the Bolsheviks.

The next day, Oskilko’s staff and his units left Zhytomyr. The Red units entered
the city, and a Revkom was formed, to which we handed over the motor transport and
machine guns.

Soon the Red units left, and after some time, the Haydamaks entered the city.
These last events greatly shook me. I was in a state of complete confusion and

depression, lost faith in the revolutionary nature and national character of the Central
Rada, Directorate, Ukrainian parties.

3 Hartman Volodymyr Evgenovich (1885–1918) - Russian military pilot, colonel. In 1917, he
commanded the 9th aviation division on the Romanian front. During the times of the Ukrainian
State, he commanded the Zhytomyr Air Division for a short time.

4 4 General Keller - in 1918, one of the leaders of the White Movement, a monarchist. In the
same year, he was killed by the Petlyurites.

5 Oskilko Voladimyr Panteleymonovych (1892–1926) - a Ukrainian military and public figure
of the times of the Ukrainian People’s Republic, corporal general of the army of the Ukrainian
People’s Republic.
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I went to Kyiv at the demand of the aviation staff, which declared me mobilized.
In Kyiv, I was in the same state. Newspaper squabbles, nothing definite, disputes about
peace with the Bolsheviks, with whom I believed, cannot and does not want to fight the
Ukrainian nation. Newspaper reports that a delegation of the Directorate is coming to
negotiate peace. I believed this.

The aviation staff appointed me as the inspector of the Kyiv district. I could not avoid
this. The district commissar Murashko6 supervised and watched over me.

The head of aviation Pavlenko7 ordered to evacuate thematerial part of the Zhytomyr
division and its part that was on the Volyn post to Proskuriv8.

There was no peace, there was Petliurism. I went to Zhytomyr, instructed to load the
property, saw the negative attitude of the people towards this and, without waiting for
the loading to be completed, went to Proskuriv in the hope that (word unclear) would
not happen and that after the strike near Kyiv, Petliura would give up the fight and peace
would come, which I yearned for above all. I could not find in myself the necessary
strength and awareness to rise against Petliurism and die honorably in this fight.

I had no threads that connected me with the Bolsheviks and could clarify my
consciousness and direct my will.

In Proskuriv, the echelons of the aviation base fromKyiv arrived under the command
of Kudry, which were not part of the Kyiv district, and the property of the Zhytomyr
division. All this was on wheels waiting for further dispatch and in a state of uncertainty
and confusion. Soon, an echelon with Samosenko’s Haydamaks arrived in Proskuriv,
who committed a Jewish pogrom. The command of the aviation echelons, on their
own initiative, provided, though passive, resistance to the pogromists, surrounding a
significant part of the city and not allowing the pogromists there. Samosenko threatened
to fight the aviation units, but did not dare, and we saved at least part of the city.

In a few days, the staffs and the Directorate on wheels arrived in Proskuriv, an order
came to evacuate to Galicia, to the village of Krasne, to the front against the Poles.
This did not last long. The retreat began. Near Ternopil, the head of aviation Pavlenko
appointed me as the acting inspector of aviation and ordered to take the echelons away
from Ternopil. I moved them further from the specified in Volochysk, knowing that the
Reds were under Volochysk. I had a secret hope to break out of the Petliurist state. I was
in the front carriage of the train-workshop. At night in Volochysk, the arrived echelon
was suddenly sent back by the order of the head of the unit guarding the station.

I was removed from the post and left in reserve.
Shortly thereafter, everythingmoved to Kamianets-Podilskyi. There, I worked on the

project of air communications, of course, without success. By autumn, I was appointed

6 Murashko Vasyl Opanasovych (1894–1976) - a military pilot, commander of the Kyiv Avi-
ation Detachment of the Air Fleet of the Ukrainian People’s Republic, the last head of the Air
Fleet Directorate of the Ukrainian People’s Republic (1921–1922).

7 PavlenkoViktorOleksiyovych (1886–1932) - a Ukrainian public-political andmilitary figure.
From November 1918 to December 1920, commander of the aviation of the Army of the
Ukrainian People’s Republic, Lieutenant General. Formed four aviation regiments, a squadron
of bombers, began to create an aviation school.

8 Proskuriv is now the city of Khmelnytskyi..
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as the head of thewarehouse of the aviation base.Many at the aviation basewere thinking
and looking for opportunities to escape from Petliurism.

In December, along with one of the employees of the aviation base, a local resident,
I left Kamianets for his village in the area occupied by Denikin’s forces. The landlady
of the apartment where I lived in Kamianets gave me notes to her relative, a teacher in
Dunayivtsi, and to her sister in Nova Ushytsia. I reached Dunayivtsi on foot. The teacher
helped hire a cart, and with my wife and child, we went to Nova Ushytsia. In Dunayivtsi
and Nova Ushytsia, there were Denikin’s forces. In Nova Ushytsia, at the sister’s of my
landlady, I left all my military documents because if they fell into the hands of Denikin’s
forces, it would not have been good for me, but without them, I could pass as a ‘free’
man. I had a passport, previously prepared by me at the aviation staff. In Nova Ushytsia,
we reached Zhmerynka and Vinnytsia by carts and got to Kalynivka, where a Soviet
armored train was stationed. Explaining to the commissar where I was coming from,
I asked to be taken to Kozyatyn, where the armored train was heading. In Kozyatyn, I
went to the commandant of the Zhmerynka-Berdychiv direction, handed him my fake
passport, told him who I was and where I had been. The commandant, after discussing
it with the members of the Revkom, sent me to Kyiv, from where the staff of the XII
Army sent me to Moscow at the disposal of the aviation army [3, p.60–63].

It is worth noting that different biographers of K.O. Kalinin have described the cir-
cumstances of his switch to the Bolsheviks differently. For instance, B.M. Lyakhovetsky
wrote that during the war, Kalinin supposedly fell into Petliura’s captivity. To avoid
fighting against Soviet Russia, he called himself an intendant and served as the head of a
warehouse, and in 1919 supposedly escaped from Petliura’s captivity and joined the lib-
erated Soviet territory. The author also claimed that having arrived in Moscow, Kalinin
joined the Red Army and fought as a military pilot against internal counter-revolution
and foreign interventionists [2, p.19]. These statements have not found documentary
confirmation. However, it must be recognized that K.O. Kalinin voluntarily agreed to
cooperate with the Bolsheviks, concealing some facts of his biography. And although he
was enlisted in the reserve of the Red Army and then sent to study at the Moscow Avia-
tion Technical School (later renamed the Zhukovsky Air Force Engineering Academy),
he was already under close surveillance by the Cheka.

In his time, researching the biography of Kostyantyn Kalinin, V.S. Savin found
in the Russian State Military Archive a «Список летного состава и военвоздухов,
служивших в белой армии и оставленных в Красном Воздушном Флоте» (“List
of flight personnel and military air force members who served in the White army and
remained in the Red Air Fleet”) (RGVIA, f.29, op.4, spr.635, ll.154–199). This list was
compiled based on checks by the Cheka on 94 aviation specialists. Among them was
Kalinin. Therefore, it is not surprising that in February 1922, theMoscow City Commis-
sion for the Cleansing of the Ranks of the VKP(b) expelled him from the party members
for one year as a former Socialist-Revolutionary and intellectual who participated in
Petliurism and did not show himself in party work” [9]. Later, the Zhukovsky Air Force
Engineering Academy was reorganized into an Academy, and 63 “unreliable” students,
including Kostyantyn Kalinin, were expelled from this educational institution. He was
only a few exams away from obtaining a diploma in aircraft engineering [3,78].
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Returning to the testimonies that K.O. Kalinin gave shortly before his arrest, it is
worth noting that he wrote them in the midst of mass political repressions carried out in
the USSR against the technical intelligentsia. Perhaps that is why some of Kalinin’s for-
mulations showa certain bias towards theDirectorate of theUkrainianPeople’sRepublic,
which he calls “Petliurism,” and loyalty to the Bolshevik movement. Obviously, with
such ‘sincere’ testimonies, the famous aircraft designer and, at that time, director of the
VoronizhAviation Plant tried to avoid repression and save his life. But it did not help. The
Soviet system could not forgive him for “White Guardism,” “Petliurism,” or the innate
intelligence that distinguished K.O. Kalinin against the faceless and gray mass. He was
too bright and extraordinary a personality. This was said by those who personally knew
K.O. Kalinin or worked under his leadership, including A.T. Rudenko, who left very
valuable memories of him. According to our data, they were written around 1955, when
the process of rehabilitating K.O. Kalinin was ongoing. It is no coincidence that the
author collected and included in his memoirs feedback from famous people, including
writer Ostap Vyshnya, aircraft designers O.Ya. Shcherbakov and Z.Ya. Itskovich, who
contributed to the rehabilitation of K.O. Kalinin [1]. Unfortunately, these people could
not protect him earlier, in 1937–1938, when the chief designer was literally crucified by
ideological communists and demanded expulsion from the party.

As evidenced by the materials of the archival-criminal case of K.O. Kalinin, on
September 7, 1937, the party committee of Voronizh Aviation Plant No. 18 raised the
issue of expelling him from the VKP (b) members, as a former Socialist-Revolutionary
who participated in Petliurism and concealed his past when joining the party. OnNovem-
ber 25, 1937, at the general assembly of the party organization of the plant, he was
expelled from the party, putting forward additional absurd accusations, and on Novem-
ber 29, this decision was supported by the district party committee. This became a
signal for the arrest and imprisonment of K.O. Kalinin, whose name was already on the
execution lists.

He was arrested on April 1, 1938, and after numerous interrogations and tortures,
was shot on October 22, 1938. In the report fabricated by the employees of the Voronizh
Regional NKVD Department and which became the formal reason for the arrest, it
was said that the investigation of the case of the spy-sabotage-wrecking organization
at plant No. 18 revealed that Kalinin K.O. was an active participant in the organization
and conducted subversive work along the line of confusing the drafting economy” [3,
p.289].

The official accusation was based on Article 58, parts 6, 7, 8 of the Criminal Code
of the RSFSR, which provided for the application of the highest measure of social
protection to the convicted person – execution. Meanwhile, his voluntary switch to the
Bolsheviks in 1920 as well as his merits as an aviation designer and organizer of the
aviation industry, and his sincere confessions were not taken into account. As an honest
and sincere person and officer, he believed the demagogic statements of the Bolsheviks.
And this was Kalinin’s fatal mistake, for which he paid with his life. And not only him,
but thousands of other officers, engineers, professors, who believed the Bolsheviks and
cooperated with them, were later repressed.

In his book [3], V.S. Savin presents the testimony of K.O. Kalinin’s daughter, who
said that after the Bolshevik coup, her father was repeatedly offered to leave the country,
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including by his brother Vladimir, who fled to Poland, and the famous aircraft designer
Igor Sikorsky, who emigrated to the USA. But Kostyantyn Oleksiyovych refused. And
this was another fatal mistake on his part. Yes, during the Soviet times, despite all cir-
cumstances and obstacles, Kostyantyn Kalinin managed to realize himself as an aircraft
designer, had popular recognition, and was even awarded the Order of the Red Banner
of Labor. But his finest hour lasted a little over a decade, approximately from 1923 to
1935, when he designed a whole series of aircraft, including experimental ones that were
ahead of their time.We think, under other circumstances, Kostyantyn Kalinin could have
done much more, not only for domestic but also for world aviation. However, the Soviet
authorities killed him at the peak of his creative flight, not allowing him to complete the
projects he started.

3 Conclusions

Researching the biography and achievements of well-known domestic aircraft designers
helps to better understand how the aviation industry developed in our country and what
factors influenced this process. A deeper understanding of the fate, life path, and personal
characteristics of K.O. Kalinin will assist future aircraft builders in forming appro-
priate worldview concepts, valuable orientations, and personal qualities to overcome
contemporary challenges and aspire to develop domestic aircraft construction.
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Abstract. The possibilities of creating textile smart systemsfor protective cloth-
ing operating at elevated temperatures are investigated. The main performance
indicators of textile products in such conditions are determined. Protective cloth-
ing for working in an environment of elevated temperatures provides for the possi-
bility ofworking in temperatures from40 to 160°. For these purposes, fire-resistant
polyester fibres are used. The service life of such materials is limited, and for high
temperatures, the total service life can be several hours. An indicator of the inte-
grated accumulation of thermal damage is proposed to monitor the condition of a
textile product. The automated monitoring of the state of the protective system is
provided by an integrated electronic complex, including a temperature sensor, a
contactlessNFC transmitter, anNFC tag, and an externalNFC reader. Experiments
in which electronic tags were heated to high temperatures under mechanical stress
were conducted. Microscopic studies demonstrate certain changes in the structure
of electronic tags. The main indicator of an electronic tag is not its appearance, but
its performance. The ability to record and read information is proposed as such an
indicator. The studies demonstrate the practical invariance of the response time
up to a temperature of 130–140° and a slight increase with long-term heating to a
temperature of 160–170°, which exceeds the maximum values of the functioning
of protective textile systems.

Keywords: smart clothing · electronic tags · data storage

1 Formulation of the Problem in General Terms

Digitalisation is penetrating all areas of human activity. At the same time, certain prob-
lems arise in the interaction of a complex dynamic system in terms of safety and reliabil-
ity [1]. Safe working conditions remain a priority in the process of introducing any new
technical system [2]. It is necessary to take into account external conditions, conditions
of comfortable stay, and the capabilities of modern protective and digital means. One of
the problematic areas is technologies related to work in high temperature environments.
An example of such conditions is hot welding at the factory «Ukrainian Power Machi-
nes» (Fig. 1, photo from https://ukrenergymachines.com/clients/services/welding-pro
duction).
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Fig. 1. Working at elevated temperatures (https://ukrenergymachines.com/clients/services/wel
ding-production)

Working in temperatures that can exceed 100 °Cundoubtedly requires both protective
means and means of control. It is necessary to monitor both the working conditions and
the condition of the protective equipment itself, as damage to the latter can lead to fatal
consequences.

2 Research on the State of the Issue

The main means of protecting workers in conditions of high temperatures is the use of
special protective clothing [3].

Article [4] notes the main factors necessary for the functioning and operation of
protective clothing. The requirement to ensure proper conditions should be accompanied
by ensuring the necessary performance, protective, and hygienic properties of materials,
including conditions for recording damage.

The main achievements in the creation of special materials for the manufacture of
protective clothing for welders are given in the study [5].

Modern conditions dictate fundamentally new approaches to solving these problems.
Achievements in the field of smart clothing, which is capable of solving several pressing
problems by modern means, come to the fore [6, 7]. At the same time, several problems
of such systems are noted, including the stability of smart characteristics during the
operation of these products [8], as well as their implementation in real products [9].

According to the problem, smart clothing must have the ability to store, process,
and transmit information during operation under the influence of high temperatures and
other objective and subjective factors.

The study [10] describes the methods of registration, storage, and transmission of
information from clothing, which is exploited with the help of special electronic tags.

https://ukrenergymachines.com/clients/services/welding-production
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Electronic tags are used in various quantities in the construction of clothing to ensure
the rapid transfer of information [11]. There is no data on the durability of such tags.
It is noted [12] that the use of electronic tags will significantly improve many of the
processes that ensure the functioning of smart clothing, but data on the conditions of its
functioning are needed.

Study [13] considers the problems of quick identification of clothing. The parameters
that are desirable to remember are noted, while the means of storing information are
absent. Article [14] proposes an improved system for recognizing tags on clothing to
improve manual labeling methods. The possible directions for the introduction of real
electronic tags remain unclear.

Diekel F. et al. [15] substantiate the expediency of using environmental labels, which
should contain data on the environmental impact during the life cycle of a textile product.
The principles of recording information on such tags are not defined.

Traceability guarantees using clothing labeling methods are considered by Santos-
Roldán L. et al. [16]. It is noted that the information on existing labels is incomplete
and insufficient. At the same time, modern methods cannot provide the necessary and
sufficient amount of such information.

The need for environmental labeling of clothing to inform environmentally conscious
consumers is also noted in the study [17]. The authors present methods of environmental
labeling in the textile and clothing industry to assess the effectiveness of products based
on sustainability, while electronic tags are not studied.

Maguire H. and Fahy F. [18] note the disadvantages of using traditional labels on
clothing in the process of sustainable use. This is due to the widespread disregard for
the information provided on the labels.

Study [19] confirms the relevance of using smart clothing for various special pur-
poses, while additional research is needed for the real conditions of using existing
electronic devices to solve specific problems.

The main challenges are to create conditions for recording the accumulation of tem-
perature and other loads for further assessment of the condition of protective textiles.
The purpose of the study is to substantiate the possibility of creating smart textile prod-
ucts capable of continuously recording working conditions based on the use of modern
electronic tags.

3 Basic Requirements for Protective Materials and Products Used
in High-Temperature Environments

The need for workwear is growing by around 15–20% every year worldwide. Not only
is the demand for special purpose clothing growing, but also the quality requirements
of customers. Special clothing must fulfill its main function - to protect workers from
adverse production and environmental factors. In the case of farce-major situations at
work, various types of workwear can save human health and life. Any type of workwear
must be completely safe and not become a source of additional danger in an extreme
situation.

Protective clothing is clothing that covers or replaces one’s own clothing and is
designed to protect against one or more types of hazards. That is why new types of
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workwear are in demand today, which not only have high functional characteristics but
also feature personalization and individual style.

An analysis of many types of human professional activity in historical retrospect
highlights clothing as an important protective component. The development of textile and
clothing production processes, further mechanization, and automation of technological
processes for the design and manufacture of modern special-purpose clothing has made
it possible to solve a number of problems with regard to its protective properties.

Mandatory certification of special-purpose clothing for compliance with regulatory
and technical documentation is provided, as well as mandatory licensing by employers
of permanent workplaces for compliance with labor protection requirements.

Textile materials for special clothing vary, as do the protective functions they per-
form. The first and foremost function of fabrics for special-purpose products should be
reliability and ease of use.

Protective clothing for work in high-temperature environments provides for the pos-
sibility of working in temperatures ranging from 40 to 160 °С. Flame-retardant polyester
fibers are used for these purposes. Examples of such fibers include ProbanKS-52, Flame-
Stat Lite, Tecasafe HA 9001, Nomex BV-107, and Nomex ADV 240. Meanwhile, the
operating time of such materials is limited, and for high temperatures, the total operating
time can be determined by several hours [20].

It should be taken into account that reaching a critical temperature in the textile
material leads to qualitative changes that negate its further use [21].

4 Development of a System of Registration of Operating Conditions
of Special Textile Products

To collect and record data on the condition of protective clothing, it is proposed to
use electronic devices incorporated into the design of a textile product. Such devices
have a sufficient degree of miniaturization to be compactly placed on the product. The
temperature is recorded using aminiature temperature sensor 1 (Fig. 2). Further solutions
are based on the use of near-field communication (NFC) sensors. The temperature data
is transmitted to a contactless NFC transmitter 2, which creates a magnetic field 3 to
record the information on the NFC label 4.

The accumulation of thermal damage occurs in an environment of elevated tempera-
tures when exposed to them for a certain period of time. In the following, we denote the
current time of operation of the textile product by the letter τ, the current temperature T.

Obviously, a certain temperature level does not cause significant damage. Higher
temperatures lead to an accumulation of damage. This problem is beyond the scope of
this study, but it is clear that there is a certain function f(T) that determines the degree
of damage as a function of temperature. The integral value of the damage function is
written on the electronic tag:

F =
∫

f (T )dτ (1)

The condition for the functioning of a textile product is to limit the accumulated
damage to the critical value F < Fcr.



Efficiency of Protective Textile Smart Systems Using Electronic Tags 193

Fig. 2. Scheme of registration of accumulated temperature damage: 1 - temperature sensor; 2 -
contactless NFC transmitter; 3 - antenna; 4 - NFC tag; 5 - external NFC reader.

The current value of the damage function is recorded by an external NFC reader 5.
This system can be easily incorporated into the design of a textile product without

changing its functional forms and design features. The ease of use and fixation ensures
high reliability and efficiency. The presence of electronic devices allows such devices to
be classified as smart systems that independently accumulate information and are able
to signal problems.

5 The Ability of Protective Textile Smart Systems to Function
in Real-World Conditions

The real problems of such smart systems may arise in the event of their possible damage
when operating at elevated temperatures. In this case, it is desirable to determine the
risks of their quality operation [22]. Undoubtedly, the operating conditions of electronic
devices should exceed those for textile materials, which allows them to be transformed
into smart systems in a wide range of temperatures and other adverse conditions. For
these purposes, experiments were conducted in which electronic tags were heated to
high temperatures under mechanical stress. At the same time, microscopic studies of the
structure of electronic tags were carried out. Figure 3 shows the surface of an electronic
tag when heated to certain temperatures.

The structure of electronic tags is undergoing certain changes. In particular, heating
to 110 °С leads to a general darkening of the working surface of the tag. Heating to
150 °С leads to the appearance of contrasting areas. With further heating, the contrast
and number of such areas increase. Despite certain changes in color and structure, there
is no general loss of integrity of the electronic tag.

The main indicator of an electronic tag is not its appearance, but performance indi-
cators. As such an indicator, the possibility of recording and reading information is
offered.
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Fig. 3. Damage to electronic labels during heating 1–110 °С, 2–150 °С, 3–180 °С.

During conducting experimental research, electronic tags were heated to a certain
temperature and kept for a certain time, after which attempts were made to record and
read information. Despite certain structural changes shown in Fig. 3, they practically do
not affect the main properties of electronic devices up to a certain limit.

Figure 4 shows the average time from the click of the electronic tag depending on
the heating temperature.

Fig. 4. The average time of reading information from electronic labels depending on the
temperature: 1 - hold for 0.5 h; 2 - hold for 1 h; 3 - hold for 1.5 h.

Heating up to 140 °С with an arbitrary exposure time does not affect the ability of
electronic devices to transmit and receive information. Starting from the level of 140 °С,
certain shorts are recorded. The capabilities of the tags are preserved, but the activation
time begins to increase. It should be noted that practically up to the level of 170–180 °С,
the tag mainly retains its properties, although an increase in the heating time leads to an
increase in the activation time, which can negatively affect the work efficiency.

Short-term operation of electronic tags is also possible at higher temperatures up to
180–200 °С, which in any case exceeds the requirements for protective clothing in the
most stressful conditions.

Research was also conducted on the effect of abrasive damage on the ability of
electronic tags to store and transmit information. The results demonstrate high stability



Efficiency of Protective Textile Smart Systems Using Electronic Tags 195

and preservation of information without a noticeable increase in the operating time with
the number of erasing cycles up to 150–270 °С. Therefore, damage to electronic tags
without a change in integrity has little effect on the effectiveness of electronic tags to
perform their functions.

At the same time, the conditions under which the integrity of the electronic tag
is damaged have a negative impact on its further functioning. This fact can affect the
technological conditions for fixing electronic tags placed on textile products. Attempting
to thread electronic tags using sewing equipment in most cases results in the termination
of the functioning of the tags in their main functions.

6 Constructive Schemes Location of Electronic Systems in Textile
Products

A separate issue in using electronic means for temperature recording may be their loca-
tion in the construction of a protective textile product. This arrangement solves the
contradictory issue of ease of access, manufacturability, and the choice of the location
with the highest temperature. In various cases, such locations may be associated with
the specifics of the product type, the presence of structural or protective elements, the
zone and type of load, etc. [23, 24].

The use of specific types of protective clothing depends on the nature of the work
and the requirements related to the temperature conditions in the respective workshop
or industry. To work in high-temperature conditions, a list of types of products defined
by the relevant regulatory documents is used, the most common of which are trousers,
overalls and jackets.

The attributes and features of the artistic and design characteristics of special-purpose
products allow for a number of geometric transformations to optimize the design [25].
A significant number of protective structural elements in these products allows for the

Fig. 5. Possible locations for electronic tags in overalls and jackets
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widespread use of electronic tags in different quantities in different areas. Variants of
applying electronic labels on different parts of overalls and jackets are presented in
Fig. 5.

Since electronic tags do not require contact or direct visibility, their location can
vary and be used in some areas for reading and in others for recording information.

7 Conclusions

The feasibility of using electronic labels to create protective textile smart products has
been proven. Reasonable requirements for similar systems requiring operation in con-
ditions of 40–1600 C. Reasonable integral function of accumulation of temperature
damage to textile material. The proposed scheme for registering accumulated temper-
ature damage, which includes a temperature sensor, a contactless NFC transmitter, an
NFC tag, and an external NFC reader. The possibility of functioning of the proposed
system up to temperatures of 170–1800, which exceeds the operational requirements for
protective products, has been proven. Design schemes for the location of electronic tags
in protective clothing systems are proposed.
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Abstract. A strategy for modeling of complex mechanical systems based on
the calculation and experimental approach has been developed. It suggests that
the structural elements should be replaced by simpler ones, but by those that
are equivalent to the original elements in terms of the dynamics and strength
properties. It makes it possible to reduce the dimensions of the finite element
models, as well as to increase their efficiency and reliability.

The reaper’s three rotors (stripper beater, stripping drum and an auger) were
modelled as integral and uniform cylindrical cases with a given bending rigidity
and respective weight. This being done, the rotors’ rigidity properties were deter-
mined experimentally. This research being held, the experimental values of the
structures’ natural frequencies were determined by using a vibration measuring
complex based on the microelectromechanical sensor ULTRA-V-I.

The calculation and experimental research for the strength of the “Slavyanka
UAS 7” stripper reaper, manufactured by Ukr.Agro-Service LLC, have enabled us
not only to lighten its structure, but also to issue recommendations on designing
a reaper with a working width of nine meters, introduced into the production.

Keywords: Stripper Reaper “Slavyanka UAS 7” · Ukr.Agro-Service LLC ·
Finite Elements Method · Stress-Strain State · Spectrum of Natural Frequencies

1 Introduction

The finite elements method (FEM) is currently the main method in different areas of the
engineering activity for calculating structures, particularly, for strength. Being versatile,
this method enables taking into account many specific features of the structure and to
reach structural solutions which reduce the consumption of materials. However, to use it
for rather complex structures, the design engineer should pay enough attention, sufficient
to build an adequate model.

Due to this, the built model and the calculation results need a thorough checkup. If the
researcher has an experience of calculating similar structures, the results obtained may
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be compared with previous ones, and their similarity can serve as an indirect proof that
themodel and calculation are correct. In absence of such experience, and if the researcher
has no data to compare the result obtained, then, if the structure concerned has already
been manufactured, it is possible to make experiments proving that the results obtained
are correct. Given the above, calculating the strength of complex structures requires
meticulous checking for the correctness of the finite element model built.

Currently, research on complex structures is focused on their modernization and
optimization by varying parameters and analyzing external loads [1–3]. The application
of FEM to determine the stress state of such structures is a rather voluminous and
complex task. Often the creators simplify a complex model, limiting themselves to the
consideration of an ordinary beam structure [4–9]. Of course, simplifying the model is
not only possible, but also expedient. However, the simplifiedmodel needs to be checked
for compliance with the real design.

One of themethods of such checkup is comparing the spectrumof themodel’s natural
frequencies and those of the real structure.

This research being held, the experimental values of the structures’ natural fre-
quencies were determined by using a vibration measuring complex based on the
microelectromechanical sensor ULTRA-V-I.

Apart from the complexity in building the structure’s model, there is the second
circumstance to be taken into account, which is the dimensionality of the finite element
model. High dimensionality considerably increases the duration of calculations and
the volume of necessary memory, which is particularly important in making variable
calculations. Mechanical engineering structures often have built-in shafts that rotate
around fixed axes and are connected to the main part by using bearings. If these elements
are rather complex, in order to simplify the model, we propose replacing them with
simpler ones that are equivalent in strength and dynamic characteristics.

The strategy for building the mechanical model and for making strength calculations
will be demonstrated through the example of the reaper “Slavyanka UAS 7” manufac-
tured by Ukr.Agro-Service LLC (Kharkiv). This mounted stripper reaper is designed for
harvesting all spiked and panicle grain crops, seeds of fodder and medicinal herbs by
direct combining by threshing standing plants (see Fig. 1) [10, 11].

The operation principle of the header is to thresh standing plants by stripping them
with the combs located on the stripper cylinder of the reaper. In this case, the plant stem
is captured by the combs and pulled through the gap between their teeth, freeing itself
from grains or seeds.

To ensure that the grain does not spill onto the ground during threshing, a beater
stripper is used, which directs the flying grains forward into the general flow. Thus, up
to 80% of the grain is released from the ear. The resulting mass, under the influence
of inertial forces and air flow, moves to a screw conveyor and is fed into the combine
thresher by the feeder house for final grinding and separation.

2 Setting a Task

The calculations are made for defining stresses and deformations of the reaper parts
while operated and transported in order to study the possibility of simplifying its design,
as well as the possibility of manufacturing the reaper with a larger working width and,
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Fig. 1. Operation principle of the reaper

accordingly, with greater productivity. The solution to this problem is based on the
condition of equal strength. This means that the stresses in all parts of the structure
should, if possible, be at the same level.

To carry out the planned studies, the finite element model of the frame is built at the
first stage. To make it verified, it is suggested to define experimentally the spectrum of
natural frequencies and to compare it with the design values. Next, a quasi-static calcu-
lation is performed, i.e. the stresses and deformations of the reaper parts are determined
under the influence of external disturbing forces, gravity and inertia forces, but without
taking into account its elastic vibrations. This means that we neglect the inertial forces
that arise when the frame oscillates as an elastic body, which is predetermined by a small
influence of the external periodic disturbing forces.

3 Description of the Reaper Structure

The reaper is structurally made in the form of a frame welded from channel beams 10
and 12 mm wide and a long plate 6 mm thick. It is covered with welded structure side
panels and two casings, which are open shells made of sheet iron 1 mm thick. There
are four rotors installed inside the frame: the stripper beater divided into two parts in
the middle by an intermediate support, a stripping drum and an auger. The rotors are
supported by rolling bearings which are attached to the side panels. The drive for the
operating rotors is also attached to the left panel. The main parts of the reaper are shown
in Fig. 2
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Fig. 2. Reaper body structure. 1 – frame; 2 – upper case; 3 – stripper beaters; 4 – auger; 5 – stripper
cylinder; 6 – front casing; 7 – drive of the operating parts

4 Defining the Load

The load is made up by the inertia and gravity forces of the reaper parts. The reaper’s
frame is fixed to the feeder house of the combine harvester (Fig. 3). The inertia forces
may be caused by acceleration acquired by the reaper as the harvester is moving on an
uneven soil. To define them, we need to determine the motion law of the harvester’s
feeder house which coincides with the motion of the harvester’s body.

At the same time, it is considered that the attachment points of the reaper to the
feeder house and the rotors to their supports do not have flexibility.

The reaper’s vertical motion caused by kinematic excitation from the harvester is
studied. The maximum acceleration occurs when the harvester hits an obstacle or when
its wheels fall into a hole. This being done, the vertical motions of the reaper suspension
points are specified as a function of time. It should be noted that in the calculations it is
the maximum acceleration value that matters.

Upon hitting an obstacle, the harvester’s speed vector changes its direction, which
means that a vertical component appears. At the same time, the speed value decreases
due to the loss of energy caused by the obstacle and wheel deformation, as well as due
to the harvester’s lift.

At the beginning of the motion concerned, the acceleration is directed backward and
upward, and the inertial force vector is directed forward and downward, respectively. At
the final moment of hitting an obstacle, the vertical component of the speed decreases,
and the inertia force vector is directed upward, which reduces the load. Approximate
calculations show that the harvester’s acceleration value when hitting an obstacle should
not exceed 20 m/s2, i.e. 2g.

In the second case, when the harvester wheels fall into a hole, at the beginning of
the motion the acceleration is directed downward, and the inertial force reduces the
load from the weight. This is followed by an impact from the wheel-ground contact,
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Fig. 3. Diagram of mounting the reaper to the combine harvester. 1 – reaper; 2 – feeder house;
3 – combine harvester

during which the acceleration rapidly changes the direction. Its value in this terrain can
be estimated based on the speed at which the wheel falls into the hole, and based on
the deformation of the wheel and the soil. Approximate calculations show that here the
acceleration value should not exceed 20 m/s2 either. At the same time, it is directed
upward, and the inertia force is directed downward. Thus, we can conclude that the
maximum overload, even in the most extreme case, cannot exceed 2g. This means that
when carrying out calculations, you should simply increase the weight of all reaper parts
by three, which can be done by setting the density of the material from which these parts
are made as three times higher than the true value.

5 Selecting Parameters for Casings Substituting the Real Rotors

As noted before, the stripper beaters, stripper cylinder and auger are mounted inside the
reaper case. These rotors are quite complex systems, each based on a cylindrical casing
made of steel 1 mm thick. Above these casings, there are components providing the
functions of these rotors to be done. Thus, the stripper is equipped by “fingers” fixed by
bolts to the supporting plates placed inside the casing, while the auger has a thin metal
spiral. At the same time, the manufacturing technology of these rotors does not ensure
the possibility to reliably describe their design parameters. This is due to the fact that
various parts are attached to the casings using bolted connections which have gaps, or
by welding of which the seams may not be continuous. Such manufacturing deviations
do not affect the performance of the rotors, but they cannot be reliably modeled.

In contrast to dynamic calculation, the quasi-static calculation of the frame does not
require building such rotor models to include their various structural elements, such as
fingers, power elements, etc. It is enough to define themas solid homogeneous cylindrical
casings with a given bending rigidity and corresponding weight, and to include them
into the complete design model instead of real rotors.

This being done, it is suggested to determine the rotors’ rigidity properties exper-
imentally. Thus, it is enough that the static deflection of the real rotor coincides with
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the deflection of the substituting one. The experiments carried out under static loading
of the rotor give a large scatter of deflection values due to their smallness. Therefore,
to determine the bending rigidity of the rotors, their natural frequencies were measured
with free bearing. Since the shape of the static deflection of the rod practically coincides
with the first vibration shape, it is sufficient to determine only the value of the first natural
frequency. When doing this, it is necessary to check whether or not the properties of the
casing appear in the rotor at the first natural frequency.

The frequency of these vibrations was determined using the mentioned vibration
measuring complex [11]. A series of experiments were carried out using different places
for attaching the load and for mounting the vibration sensor on the rotors. The rotor was
installed on two supports, after which free vibrations were excited in it. To do this, a
load weighing 20 kg was suspended on it using a steel wire. Then the wire was cut and
the load broke, which caused free oscillations of the rotor.

Alongwith this, natural frequencieswere determined through calculation usingFEM.
The results from the comparison of the experimental and calculated values of the first
natural frequencies of the rotors are given in Table. 1. It showed that the calculation gives
overestimated values. The experimental bending rigidity of the rotors is lower than the
calculated values due to the fact that the actual structure is welded, and the welds are not
always entirely welded. In the model, the structure is solid and the welds are not taken
into account in any way. In addition, the model does not take into account possible gaps
in threaded and rivet joints of the rotor parts.

Table 1. Experimental and calculated values of the first natural frequency of the rotors

Rotor name Frequency value, Hz Error

Experiment Calculation

Auger 11 16,4 49%

Stripper 17 22,9 35%

Beater 27 35,9 33%

Figure 4 and 5 represent the first three vibration shapes of the stripper and auger.
They reveal that in these rotors, the first vibration shape is bending, and the properties
of the casings almost do not appear. Therefore, this case does not require striving for
absence of casing shapes of vibrations in the substituting rotor.

6 Experimental Checkup of the Reaper Model

To verify the model, the natural frequencies of the entire structure were experimentally
determined. To do this, the reaper suspended to the harvester was shaken, thereby excit-
ing free vibrations. It should be noted that with such excitation only the first two natural
frequencies appear, and the second shape of vibrations is manifested much less. Com-
paring the experimentally obtained frequencies with the calculated values gives a fairly
good coincidence for the first natural frequency and somewhat worse for the second one



204 A. Larin et al.

Fig. 4. Stripper vibration shapes

Fig. 5. Auger vibration shapes

(see Table 2). The overestimated calculated values, compared to the experimental ones,
are also explained by the greater rigidity of the constructed model than the rigidity of
the real structure. As with the rotors, the welded structure of the reaper is not continuous
as it appears in the model, which reduces its rigidity, as compared to the rigidity of the
model.

The second series of experiments consisted of determining deflections under static
loading of the reaper. The experiments were carried out for two cases. First, the motions
of the header parts were determined when it was suspended from the feeder house of
the harvester. It was found that, when the reaper is raised, the structure rotates around a
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Table 2. Values of the reaper’s natural frequencies (Hz)

Frequency No Experimental values Calculated values Error

1 1.65 1.93 17%

2 3.35 5.71 70%

horizontal longitudinal axis passing through the so-called threshold at an angle of less
than 0.1˚ (0.0017 rad). The maximum motion in this case is 2.4 mm. The calculated
value of the motion of the reaper’s right edge (viewed from the harvester side) when
suspended from the hoist is approximately 1.7 mm. In this case, the error is 29%.

In the second experiment, the deflection of the reaper standing on supports mounted
along its edges was determined. To do this, an additional load weighing 2 kNwas placed
in the middle of the reaper at the place where the intermediate support of the beaters
was attached. The experiment showed that the deflection from this load is approximately
0.5mm. Themaximum calculated deflection value from the additional loadwas 0.31mm
(error 38%).

As expected, the calculated motion values turned out to be lower than the experi-
mental ones, which is also explained by the lower rigidity of the real welded structure
compared to the model.

7 Calculations for the Reaper Under the Maximum Load

Next, using FEM, the motions and stresses in the structure of the reaper suspended from
the harvester under the influence of overload in the most unfavorable situation were
determined. It occurs when the front wheels fall into a ditch 30 cm deep. In this case,
the harvester’s acceleration is 2g, and the load corresponds to triple the gravity of the
reaper.

The calculations showed that the equivalent stresses, determined by the Mises cri-
terion, in most parts of the reaper do not exceed 50 MPa with permissible stresses of
about 210 MPa.

The only place where overload is observed is the frame with which the reaper is
attached to the feeder house. In places where stresses are concentrated, their values even
exceed the permissible values. Figure 6. Shows the distribution of stresses in this zone.
However, such excess of permissible stresses is not dangerous, sincewe are talking about
an extreme situation, and not about a cyclic load, thus stress concentrators do not pose
a danger.

As for the distribution of motions, the calculation showed that the maximummotions
are observed in the middle of the stripper and auger, reaching the values of about 5 mm.
As for the body of the reaper itself, the maximum sagging, which is 3mm, is observed on
the right side, when viewed from the harvester side. Figure 7 shows the total motions of
the reaper elements under the influence of the load specified. Motions in a real structure
may be greater due to the reasons stated above.

Based on the research accomplished, work was carried out to reduce the reaper
weight through the use of thinner sheet steel and smaller rolled sections. The weight of
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Fig. 6. Equivalent stresses by Mises for the most loaded area

the steel economized was about 60 kg with the total reaper weight being 2700 kg and
the weight of the load-bearing structural elements being 1200 kg. At the same time, the
model was previously rebuilt by taking into account the lightweight elements, and the
calculations were repeated. They showed that such change had little effect on the overall
pattern of stress distribution. As for the maximum stresses observed in the concentration
zone on the frame with which the reaper is attached to the feeder house, they decreased
by 37%. The fact that this is observed when the load is reduced by only 5% can be
explained by the specific features of the FEM, which gives an unstable solution in the
zone of stress concentration under a complex stress state condition.

The maximum calculated values of motion of the lightweight reaper body are 4–5%
lower, which basically corresponds to a 5% reduction in load. At the same time, the
deflections of the reaper rotors practically did not change, since the structure lightening
should not affect them. When assessing the motions, it should be taken into account
that the reaper elements that are not load-bearing have been lightened, and in general its
rigidity should remain practically unchanged, while the effective force due to the forces
of inertia and gravity is reduced, like the weight, by 5%.
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Fig. 7. Motion of the reaper’s elements with the maximum load

8 Conclusions

A strategy for modeling complex mechanical systems has been developed, based on
a calculation and experimental approach. It involves replacing complex elements with
simpler ones, but equivalent to the original ones in terms of dynamic and strength char-
acteristics. This allows to reduce the dimensionality of finite element models, as well as
increase their efficiency and reliability.

It should be noted that the rigidity properties of a finite element model of a complex
welded or riveted structure do not fully correspond to its real characteristics. This is due
to the manufacturing technology of such products, in which the integrity of the structure
is not fully respected due to the presence of unwelded areas of welds or gaps in rivet and
bolted joints. The model was partially refined by inserting replacement shafts or rotors
into it, the characteristics of which were determined experimentally.

As a result, we can conclude that such compound structures cannot be adequately
described using a model in which the individual elements are rigidly connected to each
other. In this regard, the results obtained when calculating such models are rather qual-
itative than qualitative. However, they make it possible to distinguish the most loaded
areas, as well as make proposals for lightening the structure.

The calculated and experimental strength studies of “Slavyanka UAS 7” reaper per-
formed by Ukr.Agro-Service LLC have made it possible not only to lighten the design,
but also to give recommendations for the design of the reaper with a working width of
nine meters, which has been introduced into production.
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Abstract. In CAD/CAE SolidWorks, a model of the grain storage building has
been developed for the analysis of the stress-strain state, considering operational
conditions. A typical precast reinforced concrete silo body, consisting of 60 silos
arranged in ten rows, was used as the subject of the study. The following operat-
ing conditions were considered: an empty building; a building with full loading
of specific silos according to the designer’s rules; loading of silos with a spe-
cific grain volume according to the rules and with violations of the rules; fully
loaded grain storage building. An automated system for determining the stress-
strain state via finite element method, depending on the distribution of products in
the structure, has been developed. After inputting initial data on grain placement
in the silos, the system automatically calculates and displays data on the stresses
and displacements of the building. Using the automated system, stress and dis-
placement values of the structure were obtained for different loading scenarios.
The stress-strain state was compared with regulatory indicators for various grain
placement options. The developed automated system allows for the construction
of an artificial intelligence system that will determine a rational sequence of load-
ing and unloading the grain storage building, taking into account the stress-strain
state of the structure.

Keywords: Automatic System · Stress-Strain State · Grain Storage Building ·
Finite Element Method

1 Introduction

The agriculture sector of Ukraine plays a significant role in the economy, contributing
to 9.3% of the GDP according to State Statistics [1]. The production volumes of cereals
and oilseeds have exceeded the country’s needs and are actively exported. However,
the growth rate of the harvest has outpaced the construction of grain storage complexes,
resulting in a 44% deficit in storage capacity relative to the volume of harvested products
as of 2018 [2]. In this context, the rational and safe operation of existing grain storage
facilities is crucial for the country’s economic development.
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Sufficient attention has been given to the issues of operational reliability and current
repairs of grain storage structures. For instance, the causes of damages and methods of
restoration of such structures have been discussed by authors in [3].

It is noteworthy that the transition from a planned to a market economy has changed
the methods and approaches to the loading regime of silo structures. This transition
demands a flexible approach frommanagers and operational services in accommodating
diverse batches of grains and oilseeds in these structures while ensuring compliance with
strength and reliability criteria. Modern data collection methods enable the monitoring
of structural conditions. For example, in [4], a list of possible sensor systems for tracking
loads on buildings is provided. While this approach is one way to monitor the current
situation, it requires significant additional capital investments. This work proposes a
system for analyzing the condition of structures without using additional equipment,
which reduces the initial investment cost.

Modern software tools are widely used for building analysis. In [5], analytical cal-
culations of a concrete silo are compared with software calculations, concluding the
equivalence of the obtained results. Additionally, the work in [6] presents an experimen-
tal dependence of pressure on enclosing structures as a function of the distance from the
silo axis. However, according to existing standards [7], the pressure can be considered
evenly distributed.

Among the types of grain storage, attention is drawn to prefabricated reinforced
concrete silo bodies built in the 1970s–1980s. These structures were constructed using
standard designs, and their operational lifespan is 30–50 years, with hundreds of loading-
unloading cycles. Over the period of operation, these structures have accumulated fatigue
deformations, and the degradation of concrete and reinforcement has occurred [8]. An
analysis of the stress-strain state (SSS) of the silo body is provided by the authors in
[9], with a conclusion on the adequacy of the obtained results and actual data on dam-
ages. Maintaining the authors’ approach to the problem, the analysis of the structure’s
condition during changes in storage volumes can be considered.

In light of the above, the task of assessing the SSS of a grain storage facility, espe-
cially when expanding storage volumes, is a relevant issue for the operation of grain
storage facilities made of prefabricated reinforced concrete. This assessment should
be conducted before making decisions on placing additional grain volumes to prevent
exceeding the normative values of SSS parameters. The integration of SSS assessment
and decision-making systems developed for elevator complexes [10] will not only opti-
mize the placement of grain batches according to technological requirements butwill also
allow these tasks to be performed with consideration for the reliability of the operating
structures.

2 Problem Formulation

For the research, a silo structuremade of precast reinforced concretewas used,whichwas
constructed according to the standard project “3.702-1/79”, developed by the Central
Research and Design Institute for Grain Processing Equipment in 1981. The structure
consists of a grid of vertical columns with capitals, on which conical bottoms rest, and
on the latter, in turn, the walls of the silos. Each column, except for the external ones,
supports four conical bottoms.
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Based on the known project documentation data, models of the column with the
capital, the bottoms, and the silo walls are built in CAD/CAE SOLIDWORKS, and the
entire silo structure is assembled from these elements.

Loads on the elements are determined from their self-weight and from the full loading
of the silo with wheat grain with a density of 7.9 kN/m3 (according to [7], you can choose
either the tabular value of 9 kN/m3 or the value obtained by measurements; we consider
the value of 7.9 kN/m3 optimal based on practical operating experience). To assess
rational computation volumes with an acceptable level of accuracy, the results of the
finite element method (FEM) are compared with different mesh sizes.

The automated system for analyzing the stress-strain state (SSS) should allow deter-
mining its numerical characteristics when changing the loaded silos. By changing the
order of loading grain into the silos, it is possible to find a rational loading scheme for
a known amount of additional grain. To implement the stated task, the following stages
need to be carried out:

– Develop an automated system based on CAD/CAE SolidWorks for the analysis of
the grain storage building, taking into account operational conditions;

– Determine the stress-strain state analysis of the silos based on the FEM, taking into
account various loading schemes. The investigation should simulate themass ofwheat
in a fully loaded silo (136 512 kg).

– Investigating the Effects of Improper Loading Schemes on the Stress-Strain State of
Silo Structures.

3 Calculation of the Physical and Mechanical Properties
of Reinforced Concrete

The calculation of the physico-mechanical characteristics of reinforced concrete may
be approximately conducted in the following manner. The volume of concreteМ300 in
the column К − 1 is V c = 1.8 m3, and the mass of reinforcement is ms = 185,8 kg.
Then the volume of reinforcement, taking into account the density of the reinforcement
according to Table 1, is determined as follows:

Vs = ms

rs
= 185, 8 kg

7850 kg/m3 = 0, 024m3 (1)

Let’s determine the volumetric fraction of reinforcement in column K − 1:

μs = Vs

Vs + Vc
= 0, 024m3

1, 8m3 + 0, 024m3 = 0, 0132 (2)

Physical and mechanical characteristics of concrete and reinforcement for column
K − 1 were used during the investigation shown in Table 1.

To determine the averaged parameters of reinforced concrete, it is suggested to use
the Halpin-Tsai mixture rule, according to which the modulus of elasticity and Poisson’s
ratio are determined by the following expressions.

Er.c. = Esμs + Ec(1− μs) (3)
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Table 1. Physical and mechanical characteristics of concrete and reinforcement for column K −
1

Name, designation, Unit of measurement СoncreteМ300 Reinforcement А-ІІІ

Elastic modulus, Е, Ра 0,255 1011 1,96 1011

Poisson’s ratio, ν 0,2 0,3

Volumetric mass density, r, kg/m3 2 410 7 850

Cube compressive concrete strength, f ck.cube,МРа 13,24

Mean tensile strength, f ctm,МРа 0.98

Yield strength, Rs,МРа 333,43

vr.c = vsμs + vc(1− μc)

Er.c = 0, 279 1011Pa, vr.c = 0, 2.
(4)

Henceforth, we will consider that reinforced concrete possesses such properties
throughout the entire structure.

4 Automated Silo Loading System

The automated system is developed using the.NET framework and the C# programming
language.

Fig. 1. Screenshot of Program Interface

The created interface (Fig. 1) allows the user to input the grain mass for each silo.
Afterward, the user clicks on the “Start Investigation” button, initiating the SolidWorks
software. The model of the elevator structure with the specified silo weights is loaded,
and the computation process begins. Subsequently, the user can obtain results in the form
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of displacement and stress distribution throughout the structure. The logic, algorithm,
and workflow sequence are illustrated in Fig. 2 and Fig. 3.

The displayed data shows the properly loaded distribution of silos in the grain storage
building (Fig. 2).

Start
Modeling Details: 

Capi tal, Column, Silo 
Wal l, Silo Bo�om

Si lo Assembly

Grain Storage 
Building Assembly

Se�ng Physical 
Proper�es of the 

Material
Applying Boundary 

Condi�ons

Determina�on of 
Si lo Loading

Determina�on of 
Structura l SSS under 
Various Silo Loading 

Condi�ons
End

Fig. 2. Algorithm for Determining the SSS of grain storage building

Start Inition data entry

Launching the 
Sol idWorks So�ware 

Sui te (Start 
Inves�ga�on Bu�on)

Adding Ini�al Data to 
the SolidWorks 

Simula�on Study
Start simulation

Output data 
obtaining End

Fig. 3. Algorithm of the Automated System Operation

5 Grain Storage Building Modeling

The elevator model consists of a set of silos (Fig. 4), the bottoms of which (Fig. 7) are
supported by columns (Fig. 5) and connected to walls of square cross-section (Fig. 6)
through column capitals (Fig. 8).
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Fig. 4. Individual silo model Fig. 5. Column Model Fig. 6. Model of Silo Walls

The grain storage building is made of precast reinforced concrete and includes 60
silos, as depicted in Fig. 9.

Fig. 7. Silo Bottom Model Fig. 8. Column capital model

6 Study of the Stress-Strain State of a Separate Silo

To assess the convergence of the Finite Element Method (FEM) results, a numerical
investigation was conducted using meshes of various sizes. Five calculations were per-
formed with different finite element sizes and varying levels of discretization in FEM.
The number of elements and the corresponding mesh element size are given in meters:
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Fig. 9. Grain storage building model

1) mesh 0,600 × 0,03 × 0,03;
2) mesh 0,500 × 0,025 × 0,025;
3) mesh 0,400 × 0,02 × 0,02;
4) mesh 0,300 × 0,015 × 0,015 м;
5) mesh 0,2727 × 0,0136 × 0,0136.
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Fig. 10. Combined diagram assessing the convergence of FEM results for an individual silo.

From Fig. 10, it can be concluded that the mesh element size 0,400 × 0,02 × 0,02
(m) is acceptable for conducting calculations.
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7 Analysis of Results Under Different Scenarios of Grain Allocation
in the Silos Building

Figures 11, 12 and 13 depict various configurations of grain placement in the elevator
that were used for comparing results. The red color indicates loaded silos, while the
light gray represents empty ones. Stresses and displacements in a properly loaded grain
storage building are shown in Figs. 14 and 15.

The principal compressive stresses in the concrete do not exceed the cube compres-
sive concrete strength:

σ c
P.C. = 2, 85MPa < fck.cube = 13, 5MPa (5)

The stress distribution according to von Mises is provided in Fig. 14. It should be
noted that the values of maximum stresses are inflated as they are observed at points on
the edge (where the angle is 90°, resulting in distorted results in 3D modeling). In this
case, to assess real stresses, it is necessary to consider values in the vicinity of the edge
and on the columns. In this case, the maximum value of equivalent von Mises stresses
in the reinforcement satisfies the strength criterion:

σ s
i. = 15, 64 MPa < Rs = 333MPa (6)

Fig. 11. Incorrect
Configuration #1

of Grain Placement

Fig. 12. Incorrect
Configuration #2

of Grain Placement

Fig. 13. Correct
Configuration of
Grain Placement

In Fig. 16 graphically shows comparisons of maximum stresses and displacements
for various options for placing grain in silos. For clarity, the data were normalized. The
SSS parameters of a fully loaded silo are taken as 100%:

– displacement 3.03 · 10–3 m;
– stress 28.067 MPa.

Analyzing the results obtained, we can note a significant increase in displacements
(45%) of the silo loaded with grain in violation of the rules and recommendations for
operation, compared to displacements in a fully loaded silo.

At the same time, the stresses obtained when considering the placement options
according to Fig. 11 and Fig. 12 do not exceed the stresses in a fully loaded grain storage
building. of the structure.
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Fig. 14. Stresses in the grain storage building with proper grain placement

Fig. 15. Displacements in the properly loaded grain storage building
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Fig. 16. Results under different loading schemes of the grain storage building

8 Conclusions

An automated system has been developed to determine the stress stain state in the
grain storage building under various silo loading schemes during its exploitation. The
influence of different silo loading schemes on the state of the elevator structure has been
investigated. It has been demonstrated that certain erroneous loading schemes, especially
for a small grain volume, lead to a 45% increase in displacements compared to those in a
fully loaded building. Such loading schemes can result in critical situations related to the
inclination of the structure. The developed automated system allows for the construction
of an artificial intelligence system capable of determining a rational sequence for loading
and unloading the grain storage buildings.
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Abstract. The COVID-19 pandemic has caused significant health, social, and
economic disruptions globally, exposing healthcare systems’ vulnerabilities and
disparities in healthcare access and outcomes. The global response to the pandemic
has included a variety of measures, including public health interventions, social
distancingmeasures, travel restrictions, and vaccine campaigns.Mathematical and
computer modeling has played a crucial role in understanding and combatting the
pandemic. TheRussianwar inUkraine has caused immense difficulties formedical
personnel and severely impacted the accessibility and availability of medical care,
disrupting the country’s COVID-19 vaccination and prevention efforts. The paper
aims to assess the impact of theRussianwar inUkraine on theCOVID-19 epidemic
process in Canada. We used forecasting methods based on statistical machine
learning to build a COVID-19 distribution model. Results showed high accuracy
in predicting cumulative new cases and deaths in Canada for 30 days. The model
was then applied to the first 30 days of the full-scale Russian invasion to Ukraine,
and the study concluded that forced migration of Ukrainians to Canada did not
have a significant impact on the epidemic’s dynamics. The study’s experimental
results suggest that the developed model can be used in public health practice.

Keywords: Epidemic Model · COVID-19 · Polynomial Regression ·Machine
Learning · Forecasting ·War

1 Introduction

TheCOVID-19 pandemic is a complex global health crisis caused by the severe acute res-
piratory syndrome coronavirus 2 (SARS-CoV-2) virus, which has rapidly spread across
the globe, resulting in significant morbidity, mortality, and social and economic disrup-
tions [1]. This pandemic has highlighted the vulnerability of healthcare systems world-
wide. It has challenged healthcare professionals’ and researchers’ capacity to implement
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effectivemeasures to control the transmission of the virus, develop vaccines, and improve
patient management. The pandemic has also exposed disparities in healthcare access and
outcomes, particularly among vulnerable populations [2]. It has raised concerns about
the long-term impact of the pandemic on global health, the economy, and societal norms
[3].

The COVID-19 pandemic has significantly impacted Canada’s public health, social,
and economic landscapes, resulting in unprecedented challenges and disruptions.Canada
was among the first countries to report COVID-19 cases, with initial outbreaks linked to
international travel [4]. The pandemic’s emergence led to widespread public health mea-
sures, including physical distancing, mandatory masks, and business closures. Despite
significant efforts to control the transmission of COVID-19, Canada has experienced
multiple waves of the pandemic of varying severity across provinces and territories [5].
The pandemic has also highlighted longstanding health and social disparities, dispropor-
tionately impacting marginalized populations, including Indigenous communities and
racialized groups. Canada’s response has been characterized by coordinated federal-
provincial-territorial efforts, investments in research, and a vaccine rollout campaign
that prioritizes those at the highest risk of severe outcomes [6].

The global response to the COVID-19 pandemic has involved a variety of measures
aimed at controlling the spread of the virus, including public health interventions, social
distancingmeasures, travel restrictions, and vaccine campaigns [7]. Thesemeasures have
been implemented at different stages of the pandemic and have varied in effectiveness
depending on the context, socio-economic factors, and compliance with public health
guidelines. Public health interventions, such as testing, contact tracing, and isolation,
have been critical for identifying cases, breaking transmission chains, and preventing
outbreaks. Social distancing measures, including mask mandates, physical distancing,
and business closures, have effectively reduced viral transmission rates and flattened
the epidemic curve [8]. Travel restrictions have been used to limit the importation of
cases and prevent the spread of new variants. Finally, the development and deployment
of vaccines have played a crucial role in protecting vulnerable populations and reducing
the burden of COVID-19. A comprehensive approach combining multiple strategies and
emphasizing community engagement, health equity, and global solidarity is needed to
control the COVID-19 pandemic effectively.

Mathematical and computer modeling has been critical in understanding and com-
batting the COVID-19 pandemic [9]. These models have been used to predict the spread
of the virus [10], evaluate the impact of public health interventions [11], assess the social
factors impact the epidemic [12], analyze medical data [13], investigate the microorgan-
isms [14], analyze co-infections [15]. Modeling approaches have included epidemiolog-
ical models, such as the susceptible-infected-recovered (SIR) model, that simulate the
spread of the virus within a population; statistical models that analyze the association
between risk factors and disease outcomes; and machine learning models that can iden-
tify patterns in large datasets [16]. Using modeling has allowed researchers to assess the
effectiveness of different interventions, such as social distancing and vaccination cam-
paigns, and to estimate the number of cases, hospitalizations, and deaths under different
scenarios.
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Since Russia launched a causeless full-scale war in Ukraine on February 24, 2022,
the country has suffered an unprecedented large-scale tragedy not seen since World War
II and a global humanitarian catastrophe. In the first month of the war, the World Health
Organization documented 92 attacks on the Ukrainian healthcare system, including 78
on medical facilities and 11 on medical transport, causing 73 confirmed deaths, and
44 injuries [17]. At the same time, medical personnel and patients alike were also tar-
geted. These attacks were carried out using heavy weapons, which have become part
of Russia’s wartime strategy, causing immense difficulties for medical personnel while
severely impacting the accessibility and availability of medical care in active combat
zones and areas temporarily occupied by Russian troops. This has disrupted the con-
tinuity of Ukraine’s healthcare system, leaving chronically ill patients without access
to necessary medications and disrupting the country’s COVID-19 vaccination and pre-
vention efforts. Despite recommendations to comply with anti-pandemic measures, the
citizens’ psychological state due to the war has relegated the issue of the pandemic into
the background. The Russian war in Ukraine has stimulated the forced migration of the
Ukrainian citizens [18]. During the year since Russia’s war’s escalation, almost 200,000
Ukrainians have arrived in Canada, and a further close to a million applications have
been submitted for the temporary residence under Canada Ukraine Authorization for
Emergency Travel [19].

Therefore, the paper aims to assess the impact of the Russian war in Ukraine on the
COVID-19 epidemic process in Canada.

2 Current Research Analysis

Infectious disease research frequently employs simulation models to deepen compre-
hension and forecast disease propagation within communities. Such models, including
compartmental models [20], agent-based models [21], and relational models [22], pro-
vide insights into infectious disease transmission dynamics. Specifically, compartmental
models segment populations into categories like susceptible, infected, and recovered,
detailing the shift of individuals between these sections. Agent-centric models mimic
singular interactions, highlighting the multifaceted nature of human conduct. Relational
models shed light on interpersonal connections, examining how contact structures influ-
ence disease spread. Utilizing these modeling techniques, experts can probe the reper-
cussions of varied intervention methodologies and gauge the ramifications of diverse
public health protocols on disease distribution.

Shoukat et al.‘s research [23] probed the repercussions of self-isolation in dimin-
ishing hospital and critical care requisites across Canadian provinces amid the COVID-
19 crisis. Through computational modeling, the study outlined hospital and intensive
care needs under varying self-isolation scenarios. It inferred that self-isolating indi-
viduals with mild symptoms can prolong outbreak peaks and reduce ICU necessities.
Nonetheless, with a 40% self-isolation rate, ICU bed demands might surpass the avail-
able capacity at outbreak zeniths. This investigation accentuates self-isolation’s potential
in curtailing hospital and ICU needs and underscores healthcare challenges during the
pandemic.

In another study, Tuite et al. [24] assessed the efficacy of several non-pharmaceutical
countermeasures in managing the COVID-19 crisis and alleviating healthcare burdens
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in Ontario. Using a demographically-structured compartmental framework, the study
juxtaposed scenarios with variable testing, isolation, and quarantine protocols. Findings
indicated that rigorous physical distancing or a synergistic approach combining moder-
ate distancing with enhanced case detection could stabilize the healthcare infrastructure.
Dynamic distancingmeasures could safeguard healthcare capacities, offering inhabitants
intermittent psychological and economic solace. This research underscores the poten-
tial advantages of specific non-pharmaceutical strategies in navigating the pandemic in
Ontario.

Further, Chimmula and his team [25] expounded on crafting a deep learning frame-
work, specifically the Long Short-Term Memory (LSTM) network, for forecasting
COVID-19’s trajectory and probable conclusion in Canada and globally. Relying on
public datasets from John Hopkins University and Canadian health agencies, they con-
trasted Canadian transmission metrics with Italy and the USA, projecting the epidemic’s
potential cessation around June 2020. This research is one of the few leveraging LSTM
networks for infectious disease predictions.

Jentsch et al. [26] introduced dual social-epidemiological modeling of SARS-CoV-
2 transmission, evaluating four prioritization blueprints for vaccine distribution during
the pandemic. These approaches encompass oldest-first, youngest-first, uniform, and
contact-oriented strategies. Their model postulated that strategies impeding transmis-
sion become more potent as community immunity escalates. The optimal vaccination
approach hinges on the pandemic’s evolution, suggesting that targeting transmission
prevention might avert more fatalities than focusing solely on vulnerable demographics.

Wuand collaborators [27] scrutinizedhowpublic health initiatives impactedCOVID-
19’s proliferation in Ontario, employing mathematical models to measure the effects of
social distancing. Their conclusions revealed that while distancing strategies diminished
infection rates daily, per-contact transmission likelihood remained elevated with a sub-
optimal case detection rate. Non-essential business closures further pushed the adequate
reproduction number below the critical threshold. Their findings advocate for enhanced
case identification and individual protectivemeasures as potential alternatives to rigorous
distancing.

Machine learning techniques exhibit superior precision in forecasting infectious
disease dynamics. However, data detailing forced migration patterns from Ukraine to
Canadamust be discovered. The present analysis leverages a statistical machine learning
approach known as polynomial regression.

3 Materials and Methods

The methodology proposed in this study consists of the following steps:

1. Analysis of COVID-19 morbidity and mortality data in Canada.
2. Building a predictive model of COVID-19 transmission dynamics based on the

polynomial regression method.
3. Verification and tuning of the model on cumulative morbidity andmortality data from

COVID-19 in Canada from January 25, 2022, to February 23, 2022.
4. Building a retrospective forecast of cumulativemorbidity andmortality fromCOVID-

19 in Canada from February 24, 2022, to March 25, 2022.
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5. Model performance analysis for two different data samples.

Machine learning regression is a powerful approach to forecasting infectious disease
dynamics. Regression models use historical data on disease incidence and demographic
and environmental factors to estimate the relationship between these variables and the
spread of the disease over time. These models can then be used to make predictions
of future disease incidence. The regression approach can be used to predict the num-
ber of new cases, the disease’s prevalence, and the outbreak’s severity. It can also be
used to identify risk factors that contribute to the spread of the disease and to develop
interventions to mitigate the impact of the disease.

Polynomial regression is a type of regression analysis that models the relationship
between a dependent variable and one or more independent variables [28]. When fore-
casting infectious disease dynamics, the dependent variable would be the number of
cases or deaths and the independent variable would be time.

The relationship between the dependent and independent variables is modeled
in polynomial regression as the nth-degree polynomial function. This function is
represented as:

y = β0 + β1x + β2x
2 + . . . + βnx

n + ε, (1)

where y is the dependent variable (the variable being predicted); x is the independent
variable (the variable being used to make the prediction); β0, β1, β2,…, βn are the
coefficients or parameters of the model; ε is the error term or residual (the difference
between the predicted value and the actual value).

The goal of polynomial regression when forecasting is to fit a curve to the historical
data that most accurately captures the trend in the data and can be used to predict future
values. This is done byminimizing the sum of the squared differences between the actual
values and the predicted values for each period in the historical data.

Once the polynomial curve fits the historical data, it can forecast future values by
extrapolating the curve beyond the historical period. However, it is essential to note
that polynomial regression assumes that the relationship between the dependent and
independent variables is a fixed polynomial function, which may not always be accurate
for complex anddynamic infectious disease dynamics.Therefore, othermachine learning
regression approaches, such as time-series analysis or neural networks, may also be used
to forecast infectious disease dynamics.

The model accuracy estimate is calculated using mean absolute percentage error:

MAPE = 100%

n

∑n

t=1

∣∣∣∣
At − Ft

At

∣∣∣∣, (2)

where At is the actual value; Ft is the forecasted value.
To assess the forecast of the COVID-19 dynamics during the Russian war, the

deviations of the forecast data from the registered statistics were calculated:

D = |Ft − At|. (3)

where At is the actual value; Ft is the forecasted value.
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4 Results

4.1 Model Verification

The dynamical model delineating the progression of the COVID-19 epidemic has been
instantiated using the Python programming language. For validation purposes, themodel
employed cumulative data on morbidity and mortality rates of COVID-19 in Canada,
spanning the period from January 25, 2022, to February 23, 2022. This data was sourced
from the World Health Organization’s COVID-19 Dashboard, as referenced in [29].

Figure 1 presents the results of the retrospective forecast of cumulative new cases of
COVID-19 in Canada from January 25, 2022, to February 23, 2022.

Fig. 1. Forecasting of COVID-19 cumulative new cases in Canada (25.01.22–23.02.2022)

Figure 2 presents the results of the retrospective forecast of cumulative death cases
of COVID-19 in Canada from January 25, 2022, to February 23, 2022.

Table 1 shows model accuracy rates for cumulative new cases and deaths of COVID-
19 in Canada from January 25, 2022 to February 23, 2022.

As the results of model’s performance show, the model has high accuracy, which
allows it to be used in public health practice.

4.2 Experimental Results

In order to assess the impact of theRussianwar inUkraine on the dynamics of COVID-19
in Canada, a retrospective forecast of the epidemic process of COVID-19 in Canada was
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Fig. 2. Forecasting of COVID-19 cumulative death in Canada (25.01.22–23.02.2022)

Table 1. MAPE of retrospective forecast for 25.01.22–23.02.22

Duration of forecast New cases Death cases

3 days 0.7211% 0.4658%

7 days 0.4133% 0.2846%

10 days 0.3305% 0.2314%

20 days 0.2526% 0.2956%

30 days 0.4892% 0.3322%

built from February 24, 2022 to March 25, 2022. Cumulative morbidity and mortality
data were used.

Figure 3 presents the results of the retrospective forecast of cumulative new cases of
COVID-19 in Canada from February 24, 2022, to March 25, 2022.

Figure 4 presents the results of the retrospective forecast of cumulative death cases
of COVID-19 in Canada from February 24, 2022, to March 25, 2022.

Table 2 shows model accuracy rates for cumulative new cases and deaths of COVID-
19 in Canada from February 24, 2022, to March 25, 2022.

The retrospective projection of cumulative novel cases and fatalities due to COVID-
19 inCanada fromFebruary 24, 2022, toMarch25, 2022, demonstrates notable precision.
Concurrently, a comparative assessment of the MAPE model reveals minimal variance
when applied to data sets 30 days before and 30 days after the onset of hostilities in the
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Fig. 3. Forecasting of COVID-19 cumulative new cases in Canada (24.02.22–25.03.2022)

Fig. 4. Forecasting of COVID-19 cumulative death in Canada (24.02.22–25.03.2022)
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Table 2. MAPE of retrospective forecast for 24.02.22–25.03.22

Duration of forecast New cases Death cases

3 days 0.1099% 0.0662%

7 days 0.0582% 0.1135%

10 days 0.0536% 0.1202%

20 days 0.1068% 0.1442%

30 days 0.1625% 0.1309%

full-scale Russian war against Ukraine. This indicates a consistent trajectory in Canada’s
epidemic progression. Consequently, it can be inferred that the determinants influencing
theCOVID-19dynamics remain unchanged.The influxofUkrainianmigrants toCanada,
a consequence of the Russian war in Ukraine, does not appear to be a pivotal factor
affecting the epidemic’s course.

Figure 5 shows the deviation of daily reported new cases of COVID-19 in Canada
from the forecasted values for the period from February 24, 2022, to March 25, 2022.

Fig. 5. Deviation of COVID-19 daily new cases from forecasted values (24.02.22–25.03.2022)

Figure 6 shows the deviation of daily reported death of COVID-19 in Canada from
the forecasted values for the period from February 24, 2022, to March 25, 2022.
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Fig. 6. Deviation of COVID-19 daily death from forecasted values (24.02.22–25.03.2022)

5 Conclusions

This research delineates a systematic approach for evaluating the repercussions of the
Russian full-scale invasion of Ukraine on the trajectory of the COVID-19 epidemic
progression in Canada. The pertinence of this study is substantiated by the potential
influence of the mass migration of the Ukrainian populace, precipitated by Russia’s full-
scale military invasion of Ukraine, on the dynamics of infectious disease transmission.
A prognostic model encapsulating the COVID-19 epidemic trends was formulated to
facilitate this assessment, utilizing statistical machine learning techniques.

Themodel shows high accuracy both for the validated sample from January 25, 2022,
to February 23, 2022 (99.52% for newcases, 99.67% for deaths), and for the retrospective
forecast from February 24, 2022, to March 25, 2022 (99.84% for new cases, 99.87% for
deaths). The absence of a decrease in forecasting accuracy in the period after the start
of the escalation of the Russian war in Ukraine suggests that the forced migration of the
Ukrainian population to Canada is not an essential factor that affects the dynamics of
the COVID-19 epidemic process. This is due to the peculiarities of the support program
for Ukrainians, which restrains large migration flows and allows crossing the border
only after a lengthy document check and obtaining permission. Another deterrent is the
mandatory medical examination, including COVID-19 infection status for all arrivals in
the country.
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Abstract. A series of finite element calculations was performed to evaluate the
impact of the geometric parameters of the reconstructive structures for “screw
implant – maxillary segment” biomechanical system on the stress state of the
cancellous tissue. To generate the model, we used high-order 10-node tetrahedral
finite elements with the quadratic approximation of displacements that provided
high modeling accuracy, in particular, in the areas of the implant thread - bone
tissue joint, characterized by a high gradient of components of the stress-strain
behavior. The finite element model is represented by 102231 elements. Biome-
chanical system was rigidly fixed at the frontal sections of the maxillary segment,
thus preventing its displacement. The regression analysis of the results of a series
of biomechanical system finite element calculations performed by us allowed
establishing an analytical relationship between its geometric parameters (implant
length and diameter, abutment slope angle) and factor of safety of the cancel-
lous bone. Its linear model with the low coefficient of determination (0.584) and
quadratic model providing high enough value of the coefficient (0.875) were used.
It is obvious that at the next stages of research, when certain improvements in this
direction could be achieved, it will be possible to consider nonlinear phenomena
in the regression models in order to obtain the better precision of results. The
results of the work will allow us to reveal the main trends in changes of the factor
of safety of cancellous tissue relative to the value of traumatic stresses, depending
on the implant length and diameter, and abutment slope angle.

Keywords: Resorption · Implant length and diameter · Abutment slope angle

1 Introduction

Today the dental implant surgery is a relatively new, but rapidly developing, area of
dentistry [1]. Successful implant surgery should be preceded by the detailed survey of a
patient, analysis of the clinical situation and hygienic indicators, as well as the possibil-
ity to predict the interaction of implant of a specific configuration with the bone tissues
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of the maxillary segment [2]. Therefore, the current research in this field dealing with
theoretical modeling of the implant interaction with bone tissues of the maxillary seg-
ment under load becomes more relevant [3]. To solve these problems, most researchers
choose computer technologies, for example, the finite element method well suited for
the analysis of various biological objects which is successively used in dentistry [4].
The main advantage of this method is the possibility to solve the problems for areas of
any shape, while the analytical solutions can be obtained for the problems with fairly
simple geometry only [5, 6]. This fact, as well as the appearance of a number of high-
performance programs effectively implementing the above method make it one of the
main tools for studying the systems such as dental ones [7, 8].

2 Literature Review

A large number of research papers deal with the modeling and analysis of interaction
of the various implants with the bone tissue. Usually, the authors study the patterns
of biomechanics of intraosseous dental implants inserted into the bone tissue, impact
of the implant parameters on the stress-strain behavior on the implantation zone, and
response of the bone tissue surrounding the implant to the functional loads [9, 10]. Many
papers also deal with the evaluation of design of the removable dentures resting on the
implants and biological tissues of the oral cavity, distribution of loads and probability
of irreversible changes in the bone tissue in the orthopedic treatment [11, 12]. However,
most of the papers do not fully consider the features of screw implant biomechanics
depending on the geometric parameters of an implant (diameter, length, and angle of
abutment crown slope) being of high practical importance [13]. Some papers consider
certain aspects of this problem only. For example, the paper [14] analyzes the impact of
the implant neck wall thickness and abutment dimensions on the stress-strain behavior
of the maxillary segment bone tissues. Modeling results show that increase in the wall
thickness of the implant neck from 0.45 to 1.00 mm significantly reduces the load on the
implant, abutment, and deformation of the bone tissue. Change in the dimensions of the
abutment screw has a significant impact on its stress state; maximum stress reduction is
equal to 10% and 29% with the implant diameter increase from 1.4 to 1.6 and 1.8 mm,
respectively. The paper [15] studies the effect of the difference in the coverage of the
shoulder of abutment collar in the implants on the stress-strain behavior of the bone
tissue. The impact of the implant length and pitch of its thread on the stress-strain
behavior of the bone tissue is studied in [16]. It is shown that the impact of the implant
length is more significant compared to that of the thread pitch. The papers [17–19]
deal with the impact of the implant diameter on the stress-strain behavior of the bone
tissue. The paper [17] suggests that narrow implants should be used with great care,
particularly, in the areas of non-axial loads, while narrow-diameter implants show the
adequate behavior in both directions of applied loads. The results of [18] demonstrate
the less resistance to fracture in the implants of the smallest diameter; implants with the
diameter of 2.5 mm and 3.0 mm are deformed in the area of the implant body, instead
of the abutment area. The paper [19] shows that maximum stresses in the bone tissue
are observed for implants of less than 3.5 mm in diameter. The purpose of the study
[20] is to compare the biomechanical interaction of two wide implants placed in the
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atrophic posterior part of the upper jaw with unicortical and bicortical attachments, and
to substantiate the most favorable attachment from the biomechanical point of view. The
tendency to growing stresses and deformations with a decrease in the implant diameter
is revealed in [21] for all diameters of the implants under study. The paper [22] studies
the impact of the implant diameter and length on the success of implantation. It is shown
that placement of implants of short length and narrow diameter corresponds to the
maximum intensity of stresses in the bone tissue and is the most dangerous procedure.
The paper [23] investigates the simultaneous impact of the implant diameter and the
type of its joint with the abutment on the stress-strain behavior of the bone tissue. It
is shown that with the increase in the implant diameter the intensity of stresses in the
cancellous bone becomes lower. The paper [24] analyzes the impact of length, diameter
and angle of slope of the abutments on the stress-strain behavior of the bone tissue. It is
demonstrated that implants of different diameters have almost equal distribution of loads
on the implant, abutment, and bone. The yield strength is exceeded in the cortical bone
when an angled abutment is used. The paper [25] studies the simultaneous impact of the
diameter, length, and modulus of elasticity of the dental implant on the values of stress
and strain in the surrounding bone. It is shown that these parameters have a significant
impact on the stress-strain behavior of the bone. The paper [26] reveals the functional
dependence between themain geometric parameters (diameter, length and angle of slope
of the abutment crown) of screw implants of different configurations and the stress-strain
behavior of the maxillary segment bone tissue. However, this paper shows the linearized
functional dependence between the main geometric parameters of the screw implant and
stress state of the bone tissue of the maxillary segment, and it results in relatively low
coefficients of determination. Thus, it is not possible to obtain an analytical dependence
of these parameters.

Given the above, the purpose of this study is to find the functional dependence
between the main geometric parameters (diameter, length and angle of slope of the
abutment crown) of a screw implant featuring various configurations and stress state
of the bone tissue of the maxillary segment, which determines the behavior of “screw
implant – maxillary segment” biomechanical system.

3 Research Methodology

The dental implant serving as a support for the dental prosthesis consists of an artificial
root made of medical titanium (supporting screw part) and an abutment connecting the
support and crown part of the tooth. Supporting part of the implant is screwed directly
into the jawbone, and after that a crown is placed on the implant with the use of cement.

In the process of determination of geometric parameters of the maxillary segment
and structure of its bone tissue, the data of computer-aided tomography were used.

The maximum occlusal load in the study was taken equal to 300 N; the load was
evenly applied over the upper part of the abutment. Based on the initial data, a finite
element model describing the biomechanical system under consideration is synthesized
(Fig. 1). To generate the model, we used high-order 10-node tetrahedral finite elements
with the quadratic approximation of displacements that provided high modeling accu-
racy, in particular, in the areas of the implant thread - bone tissue joint. The finite element
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model is represented by 1022310 elements. Non-homogeneousmeshingwith tetrahedral
element size reduction was used to improve the accuracy of calculations. Mapped mesh-
ing was applied in the area of bone-implant interface. Minimal mesh size was selected
under the results of the convergence test and the convergence criterion was set to be less
than 5% changes of the highest stresses in bone between the FE sizes. Biomechanical
systemwas rigidly fixed at the frontal sections of the maxillary segment, thus preventing
its displacement.

Fig. 1. Finite element model of “screw implant – maxillary segment” biomechanical system

Main assumptions listed below aremade in the calculations of the above biochemical
system in the finite element software package:

– all materials are considered homogeneous and isotropic ones with the specified
mechanical characteristics, while small deformations and displacements are taken
into consideration, due to which the Hooke’s law is valid;

– it is accepted that the upper part of the implant neck can come into close contact with
the compact tissue (in the absence of bone tissue resorption), and the lower part is
considered to be fully osteo-integrated with the surrounding cancellous bone.

For the component parts of the model, the corresponding mechanical characteristics
of biological tissues and materials are specified. The adequacy of the values of bone
tissue mechanical characteristics taken for calculations to their real indicators for living
tissues guaranteed that the results obtained during modeling would correctly reflect the
behavior of the considered biomechanical system [27]. Currently, despite the extensive
clinical experience, biomechanical properties of bone tissues are not sufficiently studied.
For example, the main mechanical characteristics of bone tissues of the lower jawbone
described in [28, 29] indicate a large spread. Considering the above, we take for the fur-
ther study the average statistical values of these characteristics (see Table 1). In addition,
the papers [30, 31] indicate that establishing of quantitative indicators of the bone tissue
stress state based on fracture stresses cannot provide fully correct and informative data.
Therefore, a number of papers introduce an indicator of traumatic stresses in the bone
tissue, at which the structural changes thereof occur, resulting in the development of
pathologies and, for example, the beginning of bone tissue resorption, etc. [32, 33]. The
above papers assume that the value of these stresses for cancellous bone tissue varies
in the range of 8 – 15 MPa. In view of the above, we assume for our further study the
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following values of the main mechanical characteristics and traumatic stresses of the
lower jawbone tissues (Table 1).

Table 1. Values of the main mechanical characteristics of the lower jawbone tissues taken for
calculations

Type of bone tissue Modulus of elasticity,
GPa

Poisson’s ratio Traumatic stresses, MPa

Compact bone tissue 13.7 0.3 122

Cancellous bone tissue 1.37 0.3 12

Based on the data of implant manufacturers, medical titanium of V grade is used as
an implant material, with the mechanical characteristics presented in Table 2 [34].

Table 2. Mechanical characteristics of the implant material

Modulus of elasticity, GPa Poisson’s ratio Ultimate strength, MPa Yield strength, MPa

110 0.33 860 450

The study with regard to regulation of the geometric parameters of implants is based
on the open data of implant manufacturers; the geometric characteristics are shown in
Table 3.

Table 3. Adopted implant configurations

Threaded area (supporting part) Abutment (upper part) 

Titanium 
implant 

Diameter, 
mm 

Length, 
mm 

Aesthetic  
titanium 
abutment 

Diameter of  
orthopedic 
profile, mm 

Gum 
height 

Crown 
slope 
angle 

3.4 
10 

5 3.5 

0º 
4 

4.6 
15º 

4 
8 
10 

23º 
12 

Configuration of the implant with the diameter of the threaded part d0 = 4 mm,
height l0 = 10 mm and angle of slope of aesthetic abutment ϕ0 = 15º was chosen as a
reference case for the study.
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As a result of modeling in the finite element software package for the considered
biomechanical system, the components of stress-strain behavior of all its constituent
parts were determined. For the quantitative assessment of the biomechanical system
stress state, the distribution patterns for equivalent stresses according to Mises were
used. The values of traumatic stresses were taken as the maximum allowable stresses
for the bone tissues (Table 1). The use of FOS (factor of safety) calculated as a ratio of
maximum allowable stresses to current stresses (equivalent according to Mises) can be
conveniently used in the analysis of the stress state [35, 36]. It is evident that when FOS
> 1 the bone tissue of the maxillary segment is provided with the field of stresses acting
on all areas of contact with the screw part of the implant that do not exceed the values
of traumatic stresses. If FOS < 1, this condition is not satisfied, and the occurrence of
structural changes in the bone tissue which may develop into its resorption is predicted.
Figure 2 shows an example of the obtained FOS distribution pattern for the compact and
cancellous bone tissue of the maxillary segment for the reference case of the implant.
Analysis of the obtained results allowedus to conclude that themost loaded element of the
biomechanical system is the cancellous bone, where the minimum FOS is significantly
less than the factor of safety of the compact bone.

.
a b 

Fig. 2. Patterns of the factor of safety distribution in the bone tissues: a – compact bone tissue;
b – cancellous bone tissue

Based on this, in order to qualitatively evaluate the impact of geometric parameters
of the implant – diameter (d), length (l), abutment slope angle (ϕ) on the stress state of
“screw implant – maxillary segment” biomechanical system we use the minimum value
of FOS for the cancellous bone. To perform the analytical calculations of its value at
an arbitrary value of these parameters, it is necessary to know the type of function of
three variables FOS = f (d, l, ϕ). Taking into account the specificity and complexity of
modeling of the considered biomechanical system, the type of this functional dependence
can be obtained with the absolute accuracy using the tabular method only, as a result of
a series of finite element calculations with the discrete change of implant parameters.
Given the above, the required dependency FOS = f (d, l, ϕ) can be found by the method
of multiple regression [37]. Each factor of the implant configuration is attributed to the
reference value: diameter (d), length (l), abutment slope angle (ϕ): relative diameter
X1 = d

/
d0, relative length X2 = l

/
l0, and relative slope angle X3 = ϕ

/
ϕ0.
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Function of the value of the factor of safety (FOS) of the cancellous bone of the i-th
factor can be represented as

FOSi = α0 +
n∑

i=1

αiXi+
n∑

i=1

n∑

j=1

αijXiXj, (1)

where i= 1…n – sample number in the observations, αi – regression coefficients show-
ing the average value of change in the quality factor, when the variables of implant
configuration (X1, X2, X3) are increased by the unit of measurement; α0 – free term to
be determined.

However, even with the use of simplified regression models their finite element
analysis requires a large volume of calculations. Therefore, the results can be limited to
the linear regression model:

⎛

⎜⎜⎜
⎜⎜
⎝

FOS1
· · ·

FOSi
· · ·

FOSn

⎞

⎟⎟⎟
⎟⎟
⎠

=

⎡

⎢⎢⎢
⎢⎢
⎣

1 X11 X12 X13

· · · · · · · · · · · ·
1 Xi1 Xi2 Xi3

· · · · · · · · · · · ·
1 Xn1 Xn2 Xn3

⎤

⎥⎥⎥
⎥⎥
⎦

⎛

⎜⎜
⎝

α0

α1

α2

α3

⎞

⎟⎟
⎠. (2)

To evaluate the column vector (α), the use of the least squares method is the most
common, taking as an estimate the column vector (α̃), which minimizes the sum of
squares of deviations of FOS matrix values being observed from their model values.
According to this method, the column vector of estimates of the regression coefficient
is determined by the formula:

(α̃) =
(
[X ]T [X ]

)−1[X ]T (FOS), (3)

As a result of step-by-step regression analysis according to the formula (1), the
dependence below is obtained

FOS = −0.127+ 0.416d + 1.464 · 10−3l + 1.787 · 10−3ϕ. (4)

The accuracy of the regression mathematical model (1) can be increased by
introducing into it the squares of terms of the effect factors of the same name:

FOSi = α0 + α1Xi1 + α2Xi2 + α2Xi3 + α4X
2
i1
+ α5X

2
i2
+ α6X

2
i3
. (5)

Addition of quadratic terms to the model (1) will not require the larger number of
finite element calculations, which is especially important as they significantly increase
the labor inputs. Implementation of the algorithm of step-by-step regression analysis
results in the following regression dependence:

FOS = −5.727− 0.346d + 1.443l + 0.012ϕ + 0.082d2 − 0.07l2 − 5.683 · 10−4ϕ2.

(6)



242 A. Kuritsyn et al.

4 Results

For comparison, Table 4 presents the results obtained in a series of finite element
calculations and with the use of approximation expressions (4) and (6).

Fig. 3. Dependence of minimum factor of safety (FOS) of the cancellous bone on the implant
diameter (d) at different lengths (l) and abutment slope angles (ϕ)

Table 4. Comparison of results obtained in a series of finite element calculations and with the
use of approximation expressions for the function FOS = f (d, l, ϕ)

Diameter
d, mm

Length
l, mm

Slope
angle
ϕ, deg.

Values of minimum factor of safety (FOS) of the cancellous bone

Finite
element
calculation

Linear
regression
model

Coefficient of
determination
(R2)

Quadratic
regression
model

Coefficient of
determination
(R2)

3.4 10 15º 1.46 1.33 0.584 1.544 0.875

4.0 1.69 1.58 1.698

4.6 2.00 1.83 1.912

4.0 8 15º 1.33 1.57 1.325

10 1.69 1.58 1.698

12 1.60 1.58 1.708

4,0 10 0º 1.56 1.55 1.644

15º 1.69 1.58 1.698

23º 1.71 159 1.623
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Figure 3, 4 and 5 show the dependences of the minimum FOS of the cancellous bone
on the geometric parameters of the implant – diameter (d), length (l), and abutment slope
angle (ϕ).

Fig. 4. Dependence of minimum factor of safety (FOS) of the cancellous bone on the implant
length (l) at different diameters (d) and abutment slope angles (ϕ)

Fig. 5. Dependence of minimum factor of safety (FOS) of the cancellous bone on the abutment
slope angle (ϕ) at different diameters (d) and lengths (l)
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5 Conclusions

Analysis of the obtained results allows us to draw the conclusions below.
A series of finite element calculations was performed to evaluate the impact of the

geometric parameters of the reconstructive structures for “screw implant – maxillary
segment” biomechanical system on the stress state of the cancellous tissue. This finite
element analysis allowed revealing the main trends in changes of factor of safety FOS
of the tissue relative to the value of traumatic stresses, depending on the implant length
and diameter, and abutment slope angle.

The paper covers the regression analysis of results of a series of finite element
calculations of the biomechanical system giving an opportunity to establish an analytical
relationship between its geometric parameters and FOS of the cancellous bone. Its linear
model with the low coefficient of determination (R2 = 0.584) and quadratic model
providing high enough value of the coefficient (R2 = 0.875) were used. It is obvious
that at the next stages of research, when certain improvements in this direction could be
achieved, it will be possible to consider nonlinear phenomena in the regression models
in order to obtain the better precision of results.
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Abstract. The main requirements facing the developers of controlled precision
airborne cargo landing systems (CPACLS) are to reduce cargo losses and improve
landing precision. Modern theoretical knowledge, computational and experimen-
talmethods are used to satisfy them.Leading among them is themethod of physical
modelling of flight modes on free flying dynamically similar models (FDSM). In
the problem under consideration, the theoretical foundations of this method are
used to substantiate the possibility of conducting flight researches on FDSM of
the modes of separation of CPACLS from the carrier aircraft, deployment of the
parachute system and performance of steady-state flight in the vertical plane until
the moment of cargo landing. At the same time, a literature review was carried
out, aimed and analyzing features of device, design and flight tests of parachute
systems of CPACLS, as well as similar design and research work on FDSM. The
conditions and scales of similarity used in creating FDSM and carrying out flight
researches of the parachute system of the CPACLS. The conditions of similar-
ity and technical feasibility of a FDSM in the task of creating model parachute
systems and carrying out flight researches of the considered stages of landing of
CPACLS are revealed. The ratios for selection of structural materials, and also
determination of required and available values of parameters and characteristics
of parachute systems of FDSM at modelling of landing of CPACLS are received.

Keywords: Parameters and Characteristics · Parachute Systems · Physical
Modelling · Precision Airborne Cargo Landing

1 Introduction

Controlled precision airborne cargo landing systems (CPACLS) refer to new aviation-
controlled parachute systems with platforms for delivery various cargoes to hard-
to-reach-areas. Minimum configuration of the CPACLS: exhaust and (or) stabilizing
parachute (initially it can perform the functions of an exhaust parachute, and then allows
to reduce dynamic loads), main gliding parachute, suspension system, cargo platform
with cushioning system, on-board computer (or command unit) in the container control-
ling the slings of the main gliding parachute and cushioning system. To reduce landing
time, a round classic landing parachute is often used at the final landing stage [1, 2].
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Ejection of CPACLS is carried out through the cargo hatch of the carrier at a distance
of up to L = 50 km. In this case, the CPACLS are separated from the carrier (Fig. 1, а),
the exhaust and stabilizing parachutes are put into operation, and then the main gliding
parachute (Fig. 1, b). At the minimum permissible altitude on the signal of altimeter
(located on the platform), the round landing parachute is inserted, the cargo is briefly
lowered on two parachutes (Fig. 1, c). This ultimately leads to a soft and accurate landing
of CPACLS [1, 2].

                 a                                            b                                             c                 

Fig. 1. Separation of the CPACLS from the carrier (а), activation of the main gliding parachute
(b) and descent of the cargo on two parachutes (c)

CPACLS assembled with payload behave during operation (descent or flight, as well
as landing) as aircraft and have an aerodynamic quality k from 4...5 to 10...12 depending
on the parachute class,material and design. CPACLSprovide accuracy of landing 5...150
m, and also allow to apply the system at different time of day and under various weather
conditions (for example, at temperatures from −50 ◦C to +80 ◦C). The flight altitudes
CPACLS H = 0...5000 m and rarely exceed them at the flight speed of the carrier, and,
therefore, and beginning of deployment of the parachute system V = 250...400 km/h.
As a rule, the mass of airborne cargoes does not exceed mc = 1000 kg. The use of
a parachute system, practically self-guided to the beacon, allows, depending on the
conditions of application, to reduce cargo losses by up to 20% [1, 2].

During operation of CPACLS there are many factors that influence separation of
CPACLS from carrier, deployment of parachute system, performance of steady-flight
in vertical plane and achievement of required accuracy of cargo landing. Some of them
can be controlled partially (e.g., airspeed, direction and altitude, orientation angles of
CPACLS). But due to the special nature of flight, even these can vary during most drops,
resulting in inaccurate landing or loss of cargo.

The CPACLS (with the wing on top and the cargo below) is a stable aircraft (the
center of mass is located under the point of application of the total aerodynamic force),
which seeks to return to its to original position and maintain pitch and zero roll under
any disturbance. Despite this, cargo losses are high, necessitating improvements in the
design of CPACLS, and this leads to new flight research and testing.

The main requirements facing the developers of CPACLS are: reducing cargo losses
and improving landing accuracy. Modern theoretical knowledge, computational and
experimental methods are used to satisfy them. The leading among them is themethod of
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physical modelling of flight modes on free flying dynamically similar models (FDSM) –
autonomous unmanned experimental reusable aircraft capable of remotely-piloted or
autonomic flight according to a given program [3–6].

The results of flight research using FDSM largely determine the fate of new aircraft
(or its modification), the direction and pace of its subsequent tests and work on its
introduction into mass production. From these positions expediency of careful study
and scientifically grounded solution of a complex of problems associated with creation
of FDSM does not cause doubts.

At present, the development of a new aircraft is based on much deeper theoretical
knowledge. Powerful computers are used in the development process, which enhances
the ability to perform time-consuming calculations. There is an increasing amount of
testing of aircraft models in wind tunnels and its on-board systems on a variety of stands,
mathematical and semi-natural models.

Blowdowns in wind tunnels, tests on rocket carts and other traditional methods
of experimental aerodynamics do not provide adequate reproduction of critical flight
regimes. Their research in the flight conditions of a full-scale aircraft is associated with
unacceptably high costs and risk for the crew of test pilots, and computational methods
of study require approbation by experimental data. The methodological gap between
aerodynamic tests of models in wind tunnels and flight tests of full-scale aircraft was
eliminated by the development of amethod of research of flight characteristics on FDSM.

In the practical activities of foreign aviation companies, the method of research
of flight characteristics of designed and in-service aircraft on FDSM is widely used.
Examples of the high efficiency of using FDSM can be programs carried out in the
United States of America related to construction of FDSM and advanced researches
of critical flight regimes of McDonnell Douglas F-15, General Dynamics YF-16 and
Rockwell’s model under the HiMAT program (Fig. 2).

Fig. 2. FDSM developed at NACA

The purpose of this work is to substantiate the possibility of creating parachute
systems of FDSM for conducting flight researches on them of the modes of separation
of CPACLS from the carrier, deployment of the parachute system and fulfilment of
steady flight in a vertical plane until the moment of landing of the cargo. This can be
done by obtaining ratios for determining the required and available values of parameters
and characteristics of parachute systems of FDSM.
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2 Literature Review on the Features of the Device and Flight Tests
of Parachute Systems of CPACLS, as Well as Similar Researches
on FDSM

The flight modes of CPACLS specified for modelling can be classified as critical flight
modes. At the same time, the distinctive feature of CPACLS is the presence in the design
not of a rigid wing, but of a load-bearing gliding parachute system. This increases, rather
than decreases, the likelihood of CPACLS falling into critical flight regimes and requires
additional flight researches on a FDSM [3–6].

There are various approaches to classifying components of CPACLS assembled with
payload. For the purposes of this work, it is most convenient to divide them into two
groups. The first group – “parachute system” includes: parachute system entry mecha-
nism; exhaust and (or) stabilizing domeswith slings; gliding parachute domewith slings;
round classic landing parachute with slings; covers, chambers and aprons for laying
parachute domes and slings, free ends. The second group – “cargo” includes: suspen-
sion system of all components of this group to the parachute system; cargo platformwith
shock absorption system; on-board computer (or command unit) in the control container
of the main gliding parachute slings and shock absorption system; payload [3, 8].

As a rule, exhaust, stabilizing and round classical parachute landing domes are made
of capron or nylon fabrics with low, medium and high air permeability.When filled, their
domes take a shape of a hemisphere with longitudinal and transverse reinforcements
made of capron braid. The perimeter of edge is also reinforced with a capron braid
gasket. The slings are attached to it, on which the load is suspended through the free
ends. Round parachutes reduce the speed of fall solely by air resistance. During descent,
air enters the inner volume of the dome, creating overpressure. A small portion of it
seeps through the fabric of the dome. The rest of the air comes out from under the edge,
alternately from different sides of the dome [1, 2, 8].

Gliding parachute domes are mainly made of combined weave fabrics. The structure
of these fabrics uses hardened reinforced polyester or nylon yarns, which are inserted
into the fabric structure crosswise with yarn spacing of 5 to 8 mm. The basic yarn can be
of any composition (cotton, silk, polyester, polypropylene) thickness and density. Domes
made of such materials are elastic and have variable air permeability depending on the
air pressure. The canopy of the gliding parachute in working condition takes the shape
of a wing, as the upper and lower surfaces are connected by ribs and spars having an
aerodynamic profile. This creates an overpressure of air inside, which comes in through
the air intakes located on the front of the wing. A system of thin and strong slings is
used to connect the wing and cargo, as well as to control the wing [1, 2].

Since the elements of parachute systems are made of thin elastic materials, in the
conditions of its deployment and flight with cargo, the domes and slings work in tension
[8].

The most effective solution to the problems of creating CPACLS is the application
of a method that uses FDSM as a flight research tool. Such unmanned aerial vehicle is
capable remotely-piloted or automatic flight according to a given program – FDSM. This
feature determined specific requirements to the strength of FDSM and the necessity to
equip them with special systems for the output of FDSM from critical flight situations,
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braking and soft landing by the simplest and reliable parachute method. Most of the
currently created FDSM use round classic landing parachutes as the main parachutes.
These parachute systems, as a rule, perform solely the rescue function for which all
parachutes were originally conceived [3, 8].

This paper proposes to expand the functions of the parachute system of FDSM and
investigate the behavior of the load-bearing gliding parachute system of CPACLS, while
reserving rescue function as well.

3 Conditions and Scales of Similarity Used in the Creation
of FDSM and Flight Researches of the Gliding Parachute System
of CPACLS

The main methodological difficulties and specifics of creating FDSM are related to the
need to resolve complex contradictions between similarity conditions and technical fea-
sibility. Reliable transfer of the results of research flights of FDSM to a full-scale aircraft
is possible only if the conditions geometric, kinematic and dynamic (aerodynamic and
in general) similarity are fulfilled. A FDSM should have the same external shape as a
full-scale aircraft, the required by similarity position of the center of mass and mass-
inertia parameters, elastic-geometric characteristics and similar laws of the automatic
control system. As a result, a FDSM will behave in flight in the same way as a full-sale
aircraft under appropriate conditions [3–6, 9, 10].

Considering the conditions of geometric, kinematic and dynamic similarity with
respect to the full-scale CPACLS and FDSM, it is possible to distinguish the scales of
similarity necessary for modelling [9, 10]:

geometric

k� = �n

�m
= const1; kφ = φn

φm
= 1; ks = Sn

Sm
= k2� ; kw = Wn

Wm
= k3� , (1)

kinematic

kt = tn
tm

= const2; kv = Vn

Vm
= k�

kt
= const3; ka = an

am
= k�

k2t
= const4, (2)

dynamic (overall)

Rn

Rm
= kR = const5, (3)

where k� – scale of linear size; kφ – scale of angles; ks – scale of areas; kw – scale
of volumes; kt – scale of times; kv – scale of linear velocities; ka – scale of linear
accelerations; kR – scale of forces; �n, �m – randomly chosen similar nominal (e.g.
characteristic) sizes of compared bodies (full-scale and model); φn, φm – angles between
respective lines of geometrically similar bodies; Sn, Sm,Wn,Wm – areas and volumes of
geometrically similar bodies; tn, tm – similar time periods of movement of geometrically
similar bodies; Vn, Vm, an, am – linear velocities and accelerations of the movement of
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geometrically similar bodies in similar periods of time; Rn, Rm – equally directed forces
of the same nature acting on geometrically similar bodies in similar time periods.

In formulas (1)–(3) and further, index “n” defines the relation to the parameters or
characteristics of full-scale CPACLS, and index “m” – to the corresponding parameters
or characteristics of the FDSM.

Themain purpose of the analysis of similarity issues is to obtain the scales of similar-
ity that allow us to find the relationship between the relevant parameters and characteris-
tics of a full-scale CPACLS and a FDSM, as well as the parameters and characteristics of
the modelled phenomena. In our case – flight researches of the gliding parachute system
of the CPACLS on a FDSM.

For a FDSM as the main parameters are taken characteristic linear size �m, mass
mm, axial Ixm, Iym, Izm and centrifugal Ixym, Ixzm, Iyzm moments of inertia. The scales of
similarity of the main parameters of a full-scale CPACLS and a FDSM are as follows
[3]

k� = �n

�m
; kM = mn

mm
; kI = Ijn

Ijm
(j = x, y, z, xy, xz, yz), (4)

where kM –mass scale;mn –mass of a full-scale aircraft; kI – scale ofmoments of inertia;
Ijn – moments of inertia (axial and centrifugal) of a full-scale aircraft with respect to
axes similar to the coordinate system of a FDSM.

If scale k� is taken as the primary scale, then scales km and kI , and other scales, that
define the FDSM design, parameters and motion characteristics – derived scales. These
scales depend on k� and implicitly on the flight altitudes Hn of a full-scale CPACLS
and Hm of its FDSM. Since the acceleration of gravity g in the range of flight altitudes
H = 0...10000 m does not change appreciably, at the flight altitudes of the full-scale
CPACLS and its FDSM gn = gm, a, the scale of acceleration of gravity included in full
formulas, kg = gn

gm
= 1 [3, 9, 10].

Therefore, a number of similarity scales for creating FDSM and modelling on them
the flight of full-scale CPACLS have the following form [10]:

kt = kV = √
k�; ka = kol = 1; kω = 1√

k�

; kα = 1

k�

;
kM = kR = kρk

3
� ; kM = kρk

4
� ; kI = kρk

5
� ,

(5)

where kω – scale of angular velocities; kα – scale of angular accelerations; kol – scale of
operating overloads; kM – scale moment of forces; kρ = ρn

ρm
– scale of air densities; ρn,

ρm – air density at altitudes Hn and Hm.
The scale k� depends on the accepted similarity criteria (Froude Fr, Reynolds Re

and Mach M ), that define aerodynamic similarity. Unfortunately, the theoretical basis
for determining the necessary combination of similarity criteria goes far beyond the
scope of this research, but its application is necessary to substantiate the adequacy of
flight researches on FDSM [3]. At the same time, the ratios obtained in [10] should be
used when deciding the final choice of the scale k�.
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According to the numerical values of the corresponding parameters of the full-scale
CPACLS, the values of scales k�, km, kI and the transformed ratios (4) in the form of

�m = �n

k�

;mm = mn

kM
; Ijm = Ijn

kI
(j = x, y, z, xy, xz, yz) (6)

values of required basic parameters of FDSM can be obtained.

4 Conditions of Similarity and Technical Feasibility of FDSM
in the Task of Creating Model Parachute Systems

The values of the required basic parameters of FDSM should be technically feasible at
this level of development of design method and production technology from available
structural materials and capabilities of the used operational and scientific-research com-
plex. Minimum technically feasible values of linear and mass-inertial parameters are of
greatest interest [3].

In this research, we will focus on the conditions of providing an internal volume
sufficient to accommodate onboard equipment and components (and possibly the main
and reserve parachute) within the contour of a geometrically similar cargo of a full-scale
CPACLS on a FDSM.We introduce the concept ofmaximum scale linear sizes according
to the placement condition

ks� max = �n

�sm min
, (7)

where �sm min – minimum characteristic technically feasible size of FDSM.
One way to calculate it is to use the layout density coefficient of a FDSM ζm. In the

case under consideration

ζm = Weq + Wp.s

W∑
m

, (8)

where Weq – volume of equipment and components of a FDSM; Wp.s – volume of

parachute system of a FDSM;
∑м

– internal useable volume of a FDSM.

Volumes occupied by the equipment and parachute system of a FDSM [3]

Weq = (1, 26 . . . 1, 30)Wf .p;Wp.s = mp.s

ρp.s
, (9)

where Wf .p – volume of finished products of all types of equipment of a FDSM; mp.s

– mass of parachute system of a FDSM; ρp.s – density of the stowed parachute system.
Since the internal useable volumes within the cargo contours of a full-scale CPACLS

W∑
n and a FDSM W∑

m are related by the geometric similarity relation

W∑
n

W∑
m

= k3� , (10)
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the, using to above relations, we obtain a formula for determining the scale of linear
sizes under the condition of providing the internal volume of a FDSM, sufficient for the
placement of onboard equipment and components

k�W = 3

√
W∑

nζm

Weq + Wp.s
. (11)

Volumetric layout implies, in particular, the procedure of placing equipment and
components within the contour of geometrically similar cargo of a full-scale CPACLS on
a FDSM. The conditions of their placement (with allowance for the power and auxiliary
structure) determine the necessary local scales of linear sizes

k�i = �ni

�mi
= �ni

(1, 05...1, 15)�i
(i = 1, 2, 3...), (12)

where �ni, �mi – characteristic linear sizes of the compared internal contours of geo-
metrically similar cargoes of a full-scale CPACLS and a FDSM; �i – the linear size of
onboard equipment or component installed on a FDSM.

From them it is necessary to select the scale with the minimum numerical value – k�i,
which is the scale of linear sizes according to the conditions of placing the components
within the contour of FDSM.

The scale of linear sizes of the FDSM accepted for further consideration should
not exceed k�W and k�i defined above, i.e. the maximum scale of linear sizes ks� max =
min(k�W , k�i), and the minimum technically feasible size of the FDSM

�sm min = �n

ks� max
. (13)

Although a FDSM must meet the conditions of similarity, it does not have to be
structurally similar, but in general, like its parts, to provide the similarity whenmodelling
the specified flightmodes of aCPACLS. Therefore, whatever the composition of onboard
equipment and components of a FDSM may be, the external shape, total mass, center
of mass position, proper and transfer axial and centrifugal moments of inertia for the
“cargo” group must comply with similarity relations (6).

Creation of a FDSM is directly related to ensuring the necessary rigidity and suf-
ficient strength of its parachute system design in all possible cases of loading, as well
as achieving a similar mass distribution of the parachute system of the CPACLS. The
correct choice of structural materials of a FDSM is one of the ways to solve this issue
and the following comments are important here [3, 11]:

a) we will assume that the elements of domes and slings of the parachute system of a
FDSM, as well as of CPACLS, are made of thin elastic materials and in conditions
of deployment and flight with cargo work only in tension;

b) at the same flight modes, the forces Rn и Rm, as well as the operational overloads noln
and nolm , are related by relations (5), but the calculated forces R

c
m and Rc

n on the units
must obey the inequality

Rc
m ≥ Rc

n

kf kρk3�
, (14)
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where kf = fn
fm

– scale of safety factors fn of CPACLS and fm of FDSM;
c) similarity of deformations can be obtained only if the stiffness axes of dome elements

and slings of CPACLS and FDSM are geometrically similarly located in the corre-
sponding sections, and the stiffness characteristics (EnFn and EmFm) are related by
the relation

EmFm = EnFn

kρk3�
. (15)

where En, Em – modules of longitudinally elasticity of materials from which domes
or slings of CPACLS and FDSM are made; Fn, Fm – cross-sectional areas of the
corresponding dome elements or slings of CPACLS and FDSM.

The condition of axial tensile strength for dome elements or slings of CPACLS and
FDSM can be represented in the following form [3, 11]:

в ,

(16)

where σmax –maximum normal stress from the calculated forceRc over the cross-section

area F ;
в
– tensile strength of the material used by normal stresses.

In the limit case ( ( в)) for elements of domes or slings of FDSMandCPACLS
(with material tensile strength в and в ) it can be written that

в ,    в . 
(17)

Using relations (14) and (17), as well as (1) with respect to similar areas Fn and Fm,
after corresponding transformations we obtain the inequality

в
в

ℓ
, (18)

which, to a large extent, affects the choice of dome materials and slings of a FDSM.
For domes (or slings) of parachute systems of CPACLS and FDSM, made each of

different but one material under the condition of geometrical similarity (1), the ratio (15)
acquires a design form

Em = En

kρk�

(19)

and relates modules of longitudinal elasticity of materials, from which the domes or
slings of parachute systems of CPACLS and FDSM are made.

The masses of parachute dome mp and sling ms can be determined by the formulas

mp = ρpFp;ms = ρsLs, (20)

where ρp – surface area of parachute domematerial; ρs – linear density of sling material;
Fp, Ls – surface area of the parachute dome and total length of the parachute slings.
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In order to provide dynamic similarity inmodelling themotion of the cargo-parachute
system,which depends on the similarity ofmasses andmoments of inertia, it is necessary
that for the domes and slings of parachutes of CPACLS and FDSM

mp.n

mp.m
= ρp.nFp.n

ρp.mFp.m
= kρk

3
� ; ms.n

ms.m
= ρs.nLs.n

ρs.mLs.m
= kρk

3
� . (21)

Since the surface areas of the domes and the total lengths of the slings are subject to
the conditions of geometric similarity (1), after the necessary transformations, relations
(21) will acquire the design form

ρp.m = ρp.n

kρk�

; ρs.m = ρs.n

kρk2�
. (22)

The way to fill the dome with air when deploying the parachute system [8]

Sf .dp = c
√
Fp, (23)

where c – proportionality coefficient depending on the dome construction, type and air
permeability of the dome fabric.

The for domes of CPACLS and FDSM (according to geometrical similarity of
motions) the condition must be satisfied

Sf .dp.n

Sf .dp.m

= cn
√
Fp.n

cm
√
Fp.m

= k�. (24)

where finally we obtain

cm = cn, (25)

i.e. to ensure similarity when modelling the flight of CPACLS on FDSM (among other
things), it is necessary for the domesofFDSMtouse fabricswith the sameproportionality
coefficient as for the domes of CPACLS.

5 Conclusions

The purpose of work has been achieved – the possibility of creating parachute systems
of FDSM for carrying out on them flight researches of modes of separation of CPA-
CLS from the aircraft-carrier, deployment of the parachute system and performance of
steady flight in the vertical plane until the moment of cargo landing, by obtaining ratios
for determining the required and available values of parameters and characteristics of
parachute system of FDSM. At the same time the literature review and analysis of device
features, calculation, design, flight tests and research pf parachute systems of CPACLS
and FDSM are performed. The conditions and scales of similarity used in creation of
FDSM and carrying out on them flight researches of parachute system of CPACLS are
considered. The conditions of similarity and technical feasibility of FDSM in the task of
creating model parachute systems have been identified. Ratios for selection of structural
materials and determination of values of parameters and characteristics of parachute
systems of FDSM at modelling of landing of CPACLS are obtained.
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Crestal Versus Subcrestal Short Plateau Implant
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Abstract. Plateau implants are widely acknowledged for their high success rates
due to their ability to minimize bone stress concentrations. In cases where there is
insufficient bone height, crestal implant placement is a viable alternative. Other-
wise, subcrestal placement of short implants is recommended as it plays a vital role
in preserving crestal bone from overload. In this context, the biomechanical state
of the bone is directly influenced by the depth at which the implant is inserted. The
objective of this study was to assess the impact of crestal and subcrestal placement
of short plateau implants in varying bone quality conditions on peri-implant bone
stresses. A 5.0 × 5.0 mm Bicon Integra-CP™ implant was chosen for numerical
analysis. Four posterior maxilla models with types III and IV bone, each having
a 1.0 mm cortical bone thickness, were utilized. Simulations were conducted at
different insertion depths: the implant neck was placed at the crestal level and−1,
−2, and −3 mm subcrestal positions. A mean maximal oblique load of 120.92 N
was applied to the center of the 7.0 mm abutment. Von Mises equivalent stress
distributions in the surrounding bone were examined to identify areas with stress
magnitudes exceeding 100 MPa in cortical bone and 5 MPa in cancellous bone.In
all scenarios, the highest von Mises equivalent stress values were observed at the
implant neck. The results indicated that the 5.0 × 5.0 mm Bicon Integra-CP™
implant, when placed crestally, resulted in safe bone vonMises equivalent stresses
and offered promising clinical outcomes. However, in all subcrestal scenarios, the
implant placement have led to von Mises equivalent stress values exceeding the
acceptable range in cancellous bone due to the absence of contact with cortical
bone. Notably, the tested Bicon implant displayed low sensitivity to deteriorat-
ing bone quality at the studied subcrestal levels, affirming the positive clinical
experience with Bicon plateau implants.
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1 Introduction

Dental implants are considered an important option for oral rehabilitation, particularly in
the posterior maxillary region [1, 2]. However, it is not possible to place dental implants
with an adequate length in some clinical situations, primarily due to the lack of a bone
[3]. Posterior maxilla site often presents a challenge for clinicians due to insufficient
bone height and quality, making it difficult to achieve sufficient primary stability and
implant success [4, 5]. One option to overcome this limitation is using short implants
(<8 mm) [6]. Short implant placement has been considered as a less invasive alternative
to maxillary sinus augmentation with or without bone grafting, and it is associated with
greater simplicity, a shorter surgical duration, and lower morbidity rates and cost [7, 8].
Furthermore, the clinical outcomes of short implants are reportedly similar to those of
long implants in the posterior maxillary region [9, 10]. However, the bone-to-implant
contact area with short implants may be small, impairing the primary stability and
osseointegration process [11] and eventually leading to implant failure [1]. However,
the development of implant design such as the plateau root form [12] has increased
the success rate to above 90% [13] due to their potential to develop a microbial seal
[14] leading to decreased peri-implant bone loss due to microbial invasion and reducing
bacterial micro leakage.

2 Literature Review

In cases with poor bone quality, using the widest available implant diameter and placing
the implant crestally may be the only way to enhance tolerance to occlusal forces,
improve initial stability, and distribute stress favorably in vicinity of the surrounding
bone [15, 16]. Unfortunately, crestal placement frequently results in an increase of stress
magnitudes at the bone-implant interface, leading to implant failures [17].

In esthetic areas, subcrestal implant placement has become a common approach to
preserving mucosa texture and tonality [18, 19]. It was suggested that deeper implant
placement can reduce strain levels in peri-implant bone [20].

Different types of implant-abutment connections exhibit various patterns of bone
loss. Compared to external connections and internal screwed flat connections, conical
internal connections offer increased stability, resistance to micro-movement, reduced
bacterial microleakage, and preservation of crestal bone [21].

Implants with morse tapered implant-abutment interfaces have shown a positive
impact on bone contact at the implant neck when positioned subcrestally in dogs [22–
24]. However, clinical studies using implants with tapered internal implant-abutment
interfaces placed at subcrestal levels have yielded conflicting results regarding peri-
implant bone loss. It was found that implants placed at themargin level had a significantly
higher failure rate compared to those placed approximately 2 mm subcrestally [25].

Conversely, results from a 36-month prospective split-mouth clinical trial [11] and
a 3-month prospective randomized controlled clinical trial [26] demonstrated no dif-
ferences in crestal bone loss for implants placed crestally or subcrestally. Moreover,
a prospective 60-month follow-up study showed that peri-implant bone loss was sig-
nificantly greater for subcrestally placed implants with platform-switched morse taper
connections [27].
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The objective of this study was to assess the impact of crestal versus subcrestal
placement of short plateau implants in various bone quality conditions on peri-implant
bone stresses and to evaluate implant perspective under specified functional load.

3 Research Methodology

Four 3Dmodels of the posterior maxilla segment were created to simulate the placement
of 5.0 × 5.0 mm Bicon Integra-CP™ implants in different positions: crestal (C) and
three subcrestal positions (S1 (−1 mm), S2 (−2 mm), and S3 (−3 mm)) (Fig. 1). The
developed models are successfully implemented in an environment of SolidWorks 2022
software, a leader in the field of CAD systems [28].

The bone segment consisted of 1.0 mm of crestal and sinus cortical bone layers and
an 8 mm cancellous bone core, mimicking types III/IV bone with varying cancellous
bone elasticity moduli.

The implant was insertedmonocortically only in the crestal position, with no cortical
bone-implant contact in the S1 and S2 scenarios. In the S3 scenarios, the implant apex
contacted with the sinus cortical bone (Fig. 1). The size of the maxilla segment was 40
× 9 × 11 mm (length × height × width).

Both the implant and bone were treated as linearly elastic and isotropic materials,
with homogeneous material properties [29, 30].

The implant\abutment continuous units were were assumed to be made of a titanium
alloy with a modulus of elasticity of 114 GPa and a Poisson’s ratio of 0.34 [31]. The
Poisson’s ratio for bone tissues (cortical and cancellous) was assumed to be 0.3 [32].
The elasticity modulus for cortical bone was 13.7 GPa [32] for both bone quality types,
while for Type III bone, the cancellous bone elasticity modulus was 1.37 GPa, and for
Type IV, it was 0.69 GPa. The ultimate tension strength of cortical and cancellous bone
was 100 and 5 MPa, respectively [31].

In terms of boundary conditions, the disto-mesial surfaces of the bone segment and
the upper cortical shell planes in all models were restrained (see Fig. 1). The bone-
implant models were analyzed using FE software Solidworks Simulation [33]. 4-node
3D finite elements were generated, with a total count of up to 1,580,000 (Fig. 2).

To ensure identical functional loading in the other scenarios, the abutment length
was increased by the subcrestal insertion depth to maintain the same loading application
height. Loading of the implant was carried out at the center of the abutment, in 3D, with
a mean maximal functional load of 120.9 N [34] applied obliquely. The components
of functional loading were 116.3 N in the axial direction, 17.4 N lingually, and 23.8 N
disto-mesially. The last two components represented the resultant vector of a 29.5 N
horizontal functional load acting in the plane of the critical bone-implant interface.

The assumption of complete osseointegration was applied to simulate the bone-
implant interface in all considered scenarios.

Von Mises equivalent stress (MES) was chosen as the indicator of bone failure risk
[35, 36]. MES distributions in the critical bone-implant interface of the eight bone-
implant FE models were examined to calculate the maximal MES values. Areas with
MES exceeding 100 MPa in cortical bone and 5 MPa in cancellous bone were analyzed.
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Crestal position (C) of 5.0×5.0 mm implant

1 mm subcrestal position (S1) of 5.0×5.0 mm implant 

2 mm subcrestal position (S2) of 5.0×5.0 mm implant 

3 mm subcrestal position (S3) of 5.0×5.0 mm implant 

Fig. 1. Maxillary bone segment of 1.0 mm crestal and sinus cortical bone thickness with 5.0 ×
5.0 mm implant placed in crestal and subcrestal (1, 2, 3 mm) positions. Oblique loading is applied
to the centre of abutment upper surface at 7.0 mm distance from the upper bone margin
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(a)

(b)

Fig. 2. FE meshing of maxillary bone segment with 1.0 mm crestal and sinus cortical bone and
4.5 mm diameter/4.0 mm length implant (a), mapped meshing in the neck area of bone-implant
contact (b). Minimal value of FE size is 0.025 mm

4 Results

The highest MES values were consistently observed at the implant neck in all scenarios
(refer to Fig. 3 and 4).

In the C scenario, the maximal MES values were in the crestal cortical bone and
calculated at 21/28 MPa for type III/IV bone. The maximal MES values in cancellous
bone were around 5 MPa for both bone types. In the S1, S2, and S3 scenarios, where
there was no contact between the implant and cortical bone, the highestMES values were
localized in the cancellous bone at the implant neck. In the S1 scenario, they ranged from
18 to 20 MPa, while in the S2 and S3 scenarios, they were between 13 and 14 MPa for
both bone quality types.

Another critical area with high MES values was identified at the implant’s root. In
the C scenario, the maximal MES values were 2 MPa for both bone quality types, while
in the S1 scenario, they ranged from 2.5 to 3.5 MPa. For the S2 scenario, they were
between 3.5 and 4.0 MPa, and for the S3 scenario, they reached 7 to 10 MPa (for type
III/IV bone).
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Crestal position (C) of 5.0×5.0 mm implant

1 mm subcrestal position (S1) of 5.0×5.0 mm implant 

2 mm subcrestal position (S2) of 5.0×5.0 mm implant 

3 mm subcrestal position (S3) of 5.0×5.0 mm implant 

Fig. 3. Ensuring of identical functional loading for crestal and three subcrestal (1, 2, 3 mm)
implant insertions by variation of abutment height
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Crestal position (C) of 5.0×5.0 mm implant 

1 mm subcrestal position (S1) of 5.0×5.0 mm implant 

2 mm subcrestal position (S2) of 5.0×5.0 mm implant 

3 mm subcrestal position (S3) of 5.0×5.0 mm implant 

Fig. 4. Typical von Mises stress distribution along the critical bone-implant interface in type III
maxillary bone segments for crestal and subcrestal (1, 2, 3 mm) implant placement

5 Conclusion

The investigation revealed that the 5.0 × 5.0 mm Bicon Integra-CP™ implant, when
placed crestally, resulted in safe bone MESs and presented promising clinical poten-
tial. In contrast, in all subcrestal scenarios, the implant led to MES values surpassing
the acceptable range in cancellous bone due to the lack of contact with cortical bone.
Nevertheless, the Bicon implant under examination displayed a limited sensitivity to
deteriorating bone quality at the investigated subcrestal placement levels. This discovery
supports the positive clinical track record of Bicon plateau implants.
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Abstract. The paper deals with the mathematical backgrounds of design piece-
wise single-variable Lyapunov functions. These backgrounds are based on the
study of the main features of generalized Lyapunov function and using them to
analyze the solution of dynamical programming problem. This analysis shows
that the optimal control signal, which is supplied to the control plant, depends on
the partial derivative of the Lyapunov function. This fact allows us to consider the
Lyapunov function as a control signal integral over the perturbed motion variable.
If the control signal is produced by the sliding mode controller, our approach
defines the Lyapunov function as a non-quadratic absolute value function. Since
this function is not differentiable in the origin, it is hard enough to use it while
the optimal controller is being designed with optimal theory methods. We avoid
this problem by applying a smoothing procedure, which is based on considering
a small neighborhood near the fracture point. In this neighborhood, we replace
the piecewise linear function with a polynomial one. Factors of the polynomial
are defined to have the same function values and its derivatives in the boundary
points. In our paper, we show that our approach can be extended to the case of a
controller which produces a multilevel signal. Signal of such form causes occur-
ring the piecewise linear Lyapunov function, which can be smoothed by using
polynomials. Since such a piecewise function can have a lot of branches, we offer
to consider it as two functions, which are defined in their intervals.

Keywords: Lyapunov function · piecewise linear function · sliding mode
control · polynomial smoothing

1 Introduction

Modern industrial processes [1, 2], municipal applications [3, 4], transport [5, 6], com-
munications [7, 8], robotic [9–11], scientific research [12, 13], and many other branches
of human beings cannot be imagined without using electrical devices and equipment.
These devices operate because of various physical laws and these laws cause a quite
complex nature of electrical devices. This nature raises an important problem of motion
study [14, 15] and design [16, 17] for different electrical devices.
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For more than a hundred years the problem of study system dynamics has remained
one of the point problems in control theory.A lot of classical andmodern controlmethods
have been developed to solve this problem and the Routh-Hurwitz method [18, 19] and
method of system frequencies responses [20] are among them. It is necessary to say,
that the main drawback of classical methods is the necessity to have a linearized model
for the studied plant. Due to the use of nonlinear differential equations to describe the
processes in electrical devices, such linear methods can cause errors in the study.

That is why nowadays various modern control methods are used. Quite effective
one is a phase plane method [21] and its derivatives like the Poincare map method [22].
These methods require knowing the whole studied system motions and their usage can
require a lot of calculations.

Quite a simple method without tons of calculations is a method based on using the
apparatus of Lyapunov functions [23, 24]. This method allows to study stability of sys-
tem motion and design controllers to govern the system along the desired trajectories.
The classical approach to defining these functions is based on considering the Lya-
punov function as a square polynomial [25]. Such a definition bounds the usage of the
Lyapunov method because various modern dynamical system requires to use of more
complex apparatus to study [26]. This requirement causes the necessity to design piece-
wise Lyapunov functions instead of classical polynomial ones [27, 28]. Nevertheless,
the known authors do not interrelate these functions with the control algorithm which
can be applied in the control system of the considered plant.

We offer to solve this problem by defining the Lyapunov function as the solution
to the inverse dynamical programming problem and our paper is organized as follows.
At first, we consider the solution of the inverse dynamical programming problem and
show the drawbacks defined by it using the Lyapunov function. Then we showmethod to
avoid these drawbacks. Third, we consider the control system with a multi-level output
signal and define the Lyapunov function for this system.

2 Definition of Piecewise Lyapunov Function

2.1 Definition of Piecewise Linear Lyapunov Functions

It is a well-known fact that the Lyapunov functions belong to the class of positive definite
functions and following expressions define their features

V (0) = 0, V̇ (0) = 0, (1)

here we assume that 0 is a zero n-th sized vector of system state variables.
The conventional way to satisfy (1) and define the Lyapunov function is the use of

2nd order polynomial. Such an approach has strong physical backgrounds because in this
case Lyapunov functions are considered as some generalized kinetic redundant energy
which should be dissipated during control system motions. The usage of such Lyapunov
functions leads to design linear closed-loop control systems which form exponential
motions trajectories. It is clear that it takes quite a lot time tomove along these trajectories.
Moreover, the above-mentioned polynomial Lyapunov functions do not allow to define
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nonlinear control laws which can improve system dynamic dramatically. That is why
we offer to define Lyapunov functions in another class of mathematical functions.

Let us consider the 1st order differential system which dynamic is given in the
operator form as follows

sη = f (η)+bu, (2)

here s is a Laplace operator, b is a feedforward channel factor, u is a control effort, and
f(η) is system inner nonlinear feedback, η is a system perturbed motion coordinate

η = x − x∗, (3)

where x and x* are system real and desired state variables.
We think that (2) moves under nonlinear control law

u = −g(η) (4)

and features of its motion are defined by the simplest integral cost function

I1 =
∞∫

0

(
kη2 + cu2

)
dt, (5)

here k and c are some weight factors.
Let as assume that exist Lyapunov function

V = V (η), (6)

which allows us to take into account (2) and write down following Bellman equation

min

[
∂V (η)

∂η
f (η)+b

∂V (η)

∂η
u + kη2 + cu2

]
= 0. (7)

If one differentiates (7) for control signal u, he can write following expression which
interrelates system parameters with Lyapunov function and control signal

u = − b

2c

∂V (η)

∂η
. (8)

Since we assume that the control signal is already known we can equal (8) and (4)
and define partial Lyapunov function derivative for the system coordinate

2
c

b
g(η) = ∂V (η)

∂η
. (9)

Thus, one can integrate (9) to define unknown Lyapunov function

V = 2
c

b

∫
g(η)dη. (10)
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So, analysis of (10) shows that Lyapunov function, which is used to determine system
stability features, can be defined by known control signal.

The usage of (10) for sliding mode control systems with control law

u =
{−1 if η > 0

1 if η < 0
(11)

gives us possibility to define Lyapunov function as weighted absolute value function

V = 2
c

b
|η|. (12)

In more complex case, when sliding mode controller produces k-th level control
signal

u = −

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

u1 if η1 ≤ η < η2

u2 if η2 ≤ η < η3
...

...
...

uk if ηk−1 ≤ η ≤ ηk ,

(13)

the above-given approach defines Lyapunov function as piecewise linear function

V =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

2u1 cb |η| + η0 if η1 ≤ η < η2

2u2 c
b |η| + η1 if η2 ≤ η < η3

...
...

...

2u2 c
b |η| + ηk if ηk−1 ≤ η ≤ ηk ,

(14)

where ηi are some integration constants.
The detailed analysis of above-define picewise linear Lyapunov functions shows that

these functions cannot satisfy at least one of signs of Lyapunov function which are given
by (1) due to non-differentiability these functions in the fracture points. Also, it can
occur the case when piecewise linear function takes non one zero values. This case can
be caused by using discontinuous controller with dead zone.

2.2 Polynomial Smoothing of Piecewise Linear Lyapunov Functions

We offer to avoid the above-mentioned problems by appending some polynomial func-
tions to piecewise linear functions (12) and (14). These functions are defined in a small
neighborhood near the fracture points and replace in this neighborhood functions (12)
and (14).

Let us show the definition of such function for Lyapunov function (12) (Fig. 1).
To perform above-mentioned modification of the considered Lyapunov function, we

select a neighborhood ε, which length is a quite small to make no effects on any system
motions. Since function (12) is symmetrical with respect to vertical axis, the points ±
ηp, which bounds neighborhood ε, are the same distance from the origin. This fact allows
to define their coordinates as follows

ηp = −ηp = ε

2
. (15)
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Fig. 1. Single-variable Lyapunov function

In these points piecewise linear function Vpwl (12) becomes polynomial Vpoly

Vpoly = k2η
2 + δ. (16)

To ensure a smooth transition from (12) to (16) it is necessary to demand that (12)
and (16) have the same values and the same derivatives in points ±ηp.

These demands make it possible to write down following equations

2
c

b
ηp = k2η

2
p + δ; 2

c

b
= 2k2ηp, (17)

which solution gives us possibility to define unknown polynomial factors

δ = cηp
b

; k2 = c

bηp
. (18)

Analysis of (18) shows that the less neighborhood ε is, vertical offset δ takes the less
value and polynomial term k2 becomes the greater.

If one takes into account (18), he can combine functions (16) and (12) and write
down following piecewise function

Vpoly =

⎧⎪⎨
⎪⎩

−2 c
bη if η < −ηp

c
bηp

η2 + cηp
b if −ηp ≤ η ≤ η

2 c
bη if η > ηp.

(19)

Function (19) with terms (18) have nonzero value in the origin for all neighborhoods
with nonzero length (solid line in Fig. 1). It is clear that in this case the first condition
of (1) is not fulfilled and function (19) cannot be considered as Lyapunov function.
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We offer to fix this problem by moving function (19) down along vertical axes by
amount δ (dotted line in Fig. 1). In this case (19) can be rewritten in such a way

Vδpoly =

⎧⎪⎨
⎪⎩

−2 c
bη − cηp

b if η < −ηp
c

bηp
η2 if −ηp ≤ η ≤ η

2 c
bη − cηp

b if η > ηp.

(20)

We call (20) as piecewise Lyapunov function. The main feature of this function is
constant offset for big values of perturbed motion coordinate.

This function is designed for the case when controller produce output signals which
is symmetrical about zero. At the same time, some applications require to use non-
symmetrical control signals and the most known example of such non-symmetry is the
producing of unipolar signal

u =
{−1 if η > 0

0 otherwise.
(21)

In this case (20) can be rewritten in such a way

Vδpoly =

⎧⎪⎨
⎪⎩

0 if η < 0
c

bηp
η2 if 0 ≤ η ≤ ηp

2 c
bη − cηp

b if η > ηp.

(22)

Thus, the proposed approach allows us to extend the Lyapunov function concept and
allows to consider Lyapunov functions with non-symmetrical branches which can be
caused by the plant nonlinearities or non-symmetrical control.

2.3 Definition of Lyapunov Function for Control System with Multilevel Sliding
Mode Controller

In the most general case, the nonlinear controller can produce multilevel output. For
example, one can find that it can happen when nonlinear output function has dead zone
or when twisting sliding mode control law is implemented.

Let us consider a case when controller produce two-level symmetrical output (Fig. 2)

u = −

⎧⎪⎪⎨
⎪⎪⎩

−2 c
bu1 if η < −η1

−2 c
bu0 if −η1 ≤ η ≤ 0

2 c
bu0 if 0 < η ≤ η1

2 c
bu1 if η > η1,

(23)

here ui are some constant values of controller output.
If one integrates (22) for variableη he can rewrite piecewise linear Lyapunov function

(14) in such a way

V =

⎧⎪⎪⎨
⎪⎪⎩

−2 c
bu1η + 2 c

b (u0 − u1)η1 if η < −η1

−2 c
bu0η if −η1 ≤ η ≤ 0

2 c
bu0η if 0 < η ≤ η1

2 c
bu1η + 2 c

b (u0 − u1)η1 if η > η1,

(24)
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According to the proposed approach this piecewise linear function can be smoothed
by using polynomials. It is clear that since we have four branches in the (22), the
three polynomials should be found. The definition one of them for smoothing tran-
sition between the second and third branches does not differ from the considered in
previous section.

The definition of other smoothing polynomials differs from the considered earlier
because of various branches of (22) has different slopes. This fact makes us to consider
smoothed polynomial as follows

Vpoly = k2η
2 + k1η1 + δ (25)

and use it to write equations for both boundary points in neighborhood ε

−2
c

b
u1ηp1 + 2

c

b
(u0 − u1)η1 = k2η

2
p1 + k1ηp1 + δ; −2

c

b
u1 = 2k2ηp1 + k1;

2
c

b
u0ηp2 = k2η

2
p2 + k1ηp2 + δ; 2

c

b
u0 = 2k2ηp2 + k1.

(26)

One can use (26) to define unknown parameters of smoothing polynomial

δ = −cηp2
b

4ηp1u0 − 3ηp2u0 + ηp2u1
ηp1 − ηp2

; k1 = 2
c

b

ηp1u0+ηp2u

ηp1 − ηp2
; k2 = − c

b

u0 + u1
ηp1 − ηp2

.

(27)

Parameters of smoothing polynomial between the third and fourth branches can be
defined in a similar way.

The usage of polynomial (25) makes it possible to rewrite (22) as follows

Vδpoly =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−2 c
bu1η + 2 c

b (u0 − u1)η1 − δ23 if η < −ηp1

k212η2 + k112η1 + δ12 − δ23 if −ηp1 ≤ η < −ηp2

−2 c
bu0η − δ23 if −ηp2 ≤ η < −ηp3

k223η2 + k123η1 if −ηp3 ≤ η < −ηp4

2 c
bu0η − δ23 if −ηp4 ≤ η < −ηp5

k234η2 + k134η1 + δ34 − δ23 if −ηp6 ≤ η < −ηp7

2 c
bu1η + 2 c

b (u0 − u1)η1 − δ23 if η > ηp7,

(28)

here kijp are polynomial terms which are defined according to (27) for various fracture
points.

The Lyapunov function (28) is shown in Fig. 2.
All above-designed Lyapunov functions are considered when one of two branches

passed through the origin. This fact makes some simplifications in Formulas (27) and
(18) but in the most general case, when it is necessary to define smoothed polynomial
for two linear functions given as follows

V1 = a1η + y01; V2 = a2η + y02 (29)
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Fig. 2. Piecewise Lyapunov function

one can use the generalized formulas

k2ij = a2i − 2aiaj + a2j
4
(
aiηpi − ajηpi + y0i − y0j

) ; k1ij = a2i ηpi − a2j ηpi + 2aiy0i − 2aiy0j

2
(
aiηpi − ajηpi + y0i − y0j

) ;

δij = a2i η
2
pi − 2aiajη2pi + a2j η

2
pi + 4aiηpiy0i − 4ajηpiy0i + 4y20i − 4y0iy0j

4
(
aiηpi − ajηpi + y0j − y0j

) ;

ηpj = −aiηpi − ajηpi + 2y0i − 2y0j
ai − aj

.

(30)

Analysis of (28) shows that the designed Lyapunov function in some intervals is
defined as linear functions of perturbed motion coordinate and in other intervals it is
described by polynomial functions. Thus, to generalize (28) one can define interval of
linear functions usage

�lin = (−∞, ηp1
) ∩ (

ηp2, ηp3
) ∩ (

ηp4, ηp5
) ∩ ... ∩ (

ηpw,∞)
, (31)

where w is a number of boundary points in all neighborhoods in which piecewise linear
function is smoothed, and intervals where Lyapunov function is polynomial

�poly = [
ηp1, ηp2

] ∩ [
ηp3, ηp4

] ∩ ∩... ∩ [
ηp(w−1), ηpw

]
(32)

Such intervals allow us to rewrite (28) in a compact form

V =
{

aiη + y0i − min
(
δij

)
if η ∈ �lin

k2i(i+1)η
2 + k1i(i+1)η1 + δi(i+1) − min

(
δij

)
if η ∈ �poly,

(33)

here min(δij) means taking the minimal value of factors δ for all intervals.
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Function (33) is the most general form of piecewise Lyapunov function. The use of
this form gives us possibility to define a wide range of piecewise Lyapunov functions.
From one hand, one can construct a piecewise linear function with smoothing which is
performed very close to fracture points. From another, it allows to wide an interval�poly
for whole area where the function is defined and, thus, consider polynomial Lyapunov
functions only.

3 Conclusion

The above-given formulas allow us to claim that the solution of inverse dynamical
programming problem gives us possibility to define non-square piecewise Lyapunov
function for control system with sliding mode controller. Moreover, since output signals
amplitude of such controller affects on system dynamic our approach makes it possible
to take into account control signal amplitude which interrelate with energy supplied
to the considered plant. The use proposed polynomial smoothing for piecewise linear
Lyapunov function candidate allows to make this function differentiable for all state
variables.

Because of the proposed approach defines piecewise linear functions we see the
future development of our approach in studying dynamical system in complex and
hypercomplex domains as well as extending it into case of high-order dynamical system.
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Abstract. The subject of this article is the algorithm for optimization of symmet-
rical adhesive lapped joint. The goal of the paper is development of the method
for optimization problem solving, which allows to unite high rate of calculations
with stability of obtained results. This goal can be reached by means of two algo-
rithms of optimization – genetic algorithms implemented on the original stage
and swarm of particles algorithm – on the last stage of optimization. The problem
of optimization is in finding optimal shape of doublers, i.e. doubler length and
function of thickness variation along joint length. To describe stress-strain state
of a joint modified Holland-Reissner model is used. To solve direct problem of
structural stress state estimation the finite elements method is used. For optimiza-
tion problem solving combination of multi-population model of genetic algorithm
and swarm of particles algorithm are used. Introduction of individuals from other
populations to the considered one allows to escape of homogenization of geno-
types in separate population and premature breakage of optimization process. To
describe doubler shape thickness variation function development of Fourier series
are used. Above-mentioned implemented methods allow to create algorithm for
topologic optimization which unites advantages of both methods and find solution
of considered problem quite quickly. Duration of algorithm realization on Python
language requires several minutes only to find optimal parameters.

Keywords: Glued Joint · Optimization · Genetic Algorithm · Particle Swarm
Optimization

1 Introduction

Adhesive joints have significant advantages compared to classical mechanical joints,
such as light weight, tightness, high aerodynamic efficiency, manufacturability. In addi-
tion, gluing does not violate the integrity of the structure of fibrous composite materials
and does not reduce their strength, unlike classical mechanical joints [1]. A well-known
disadvantage of lap joints is the stress concentration in the adhesive layer at the edges of
the gluing area [2]. To reduce stresses in the joint, symmetrical double overlap joints are
often used [3], that allows to exclude an eccentricity in the transfer of forces between
structural elements. A more general approach to stress reduction in a joint is to use
patches of varying thickness. This makes it possible to ensure a more uniform stress
state of the joint compared to classical structures [4, 5].
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As a rule, the topological optimization problem for overlap joints is posed in a two-
dimensional formulation.However, the two-dimensional formulation of the optimization
problem, which is based on the use of finite element modeling [4], in a two-dimensional
[6, 7] and three-dimensional [8] formulation, is correlated with a significant amount of
computations. One of the methods to increase the computational speed for a problem
is the use of one-dimensional mathematical models. One-dimensional mathematical
models of the joint stress state are used to construct genetic optimization algorithms,
for example, in the papers [9, 10] and the same for two types of glue, in the paper [11].
Papers [9, 10] deals with analogous mathematical model for joint stress state. However,
genetic algorithm suggested by authors as the method for problem optimization solution
at the last stages of analysis is not very effective.

Application of one-dimensional mathematical model also allows to formulate opti-
mization problem in the simpler form. I.e. the problem of non-parametric optimization
[12, 13] becomes less labor-intensive. If the shape of doubler id describes by means
of definite set of parameters, then optimization problem is reduced to finding optimal
values of these parameters.

However, a common disadvantage of genetic algorithms is the decrease in efficiency
in the neighborhood of an extremum. For this purpose, various combinations of the
genetic algorithm with other optimization methods are proposed. In this paper, in order
to increase the efficiency of execution, it is proposed to use the island model of the
genetic algorithm at the initial stage, and then improve the resulting solutions using the
particle swarm algorithm. Computations have shown the high efficiency of the proposed
calculation method.

2 Methodology of Research

Classical method of genetic algorithms possesses good convergence at beginning stages
only, but then population become homogenized and further iterations don’t lead to per-
fection of the solution not reaching near optimum values. Therefore, to exclude such
premature solution breakage one can suggest different modifications of genetic algo-
rithm, for example, application of several populations. However, this approach, in its
turn, leads to increasing duration of calculations and tendency of premature calculation
breakage is reduced but it still persists. To elevate the calculation process, authors sug-
gest using combination of genetic algorithm and swarm of particles algorithm. Hybrid
algorithms allow to unite advantages of both methods and can be considered as up-
to-date direction of optimization methods development [14, 15]. At the original stage
genetic algorithm gives definite approximate solution, then it can be improved by means
of swarm of particles algorithm.

In the current case one can consider structural mass as optimality criterion. In frames
of this approach structure has to keep required load-carrying ability, therefore the space
of unknown parameters is restricted by region in which stress in adhesive layer doesn’t
exceed its allowable margins.
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3 Problem Formulation

3.1 Mathematical Model

Equilibrium equations for outer (base) layers have form [9–11]

dN1

dx
= −τ ; dN2

dx
= τ ; dQ1

dx
= σ ; dM1

dx
− s1(x)τ − N1

ds1
dx

+ Q1 = 0,

where N1, N2 are longitudinal forces in base layers; Q1 are shear force in the patch;
M1 is a bending moment in the patch; τ and σ are tangential and normal stresses in the
adhesive layer; s1 is a distance from the neutral axis of the patch to the adhesive layer,
in the case of a symmetrical patch structure s1(x) = 0.5 δ1(x), where δ1(x) is a patch
thickness.

The deformation of the base layer is represented by equations:

N1 = B1(x)
dU1

dx
; N2 = B2

dU2

dx
; D1(x)

d2w1

dx2
= M1,

where U1 and U2 are longitudinal displacements of the base layers; w1 are transversal
displacements of the patch; B1 and B2 are stress-strain rigidity values of the layers, if
layers are homogenous by the thickness, then B1(x) = δ1(x)E1, B2 = δ2E2, where E1
and E2 is an elastic modulus of the corresponding layer; D1 is a bending rigidity of the
patch, D1(x) = δ31(x)E1/12.

We consider the stress values in the adhesive layer proportional to the difference of
displacements of the base layers

σ = Kw1, τ = P

(
U1 − U2 + s1(x)

dw1

dx

)
,

where K = E0/δ0, P = G0/δ0, where δ0 is a thickness of the adhesive layer, E0 and G0
are elastic modulus and shear modulus of an adhesive.

The system of equations can be reduced to the system of three differential equations
relative to the displacements of the layer. Boundary conditions are given below:

N2(0) = F, N2(L) = U1(L) = N1(0) = Q1(0) = M1(0) = 0, Q1(L) = dw1

dx

∣∣∣∣
x=L

= 0.

The goal of considered problem is finding such function δ1(x)which ensuresminimal

structural mass. The value of mass is equal to the doubler cross-sectionM =
L∫
0

δ1(x)dx

with precision up to constant multiplier and constant term and hasn’t to violate required
level of structural load-carrying ability.

Generally, joint loses its load-carrying ability due to adhesive layer failure. Therefore,
the condition of load-carrying ability level saving is the restriction of stress in adhesive
film with definite ultimate values, for example

σ(x) ≤ σ0, τ (x) ≤ τ0.

Moreover, other strength criteria for adhesive layer can be implemented. These
criteria depend on adhesive type, technology of adhesive joining and other factors.
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3.2 Numerical Solution of the Direct Problem

We will assume, that the function δ1(x) and the length L of the gluing is given. Hence,
functions s1(x), B1(x) and D1(x) are also known. To solve the obtained system of equa-
tions with the corresponding boundary conditions numerically, we used the finite dif-
ference method. The gluing area x ∈ [0; L], is divided into a system of nodal points
numbered from zero to N . Points with numbers 0 and N are boundary (x = 0 and x = L
correspondingly). Having written in the difference form the system of differential equa-
tions for each of these points, as well as the boundary conditions, we obtain a system
of linear equations for the displacements of the base layers at these points. This makes
it possible to find stresses in the plate, patch and adhesive layer at the corresponding
points.

4 Optimization

4.1 Optimization Genetic Algorithm

As noted above, the solution of the optimization problem in an analytical form seems
to be very difficult. However, in contrast to the problem of finding the optimal material
distribution along the beam [16], if thickness values δ

(1)
i in neighboring points are signif-

icantly different (that can happen due to crossbreeding andmutations), then stress values
in the adhesive layer, computed by finite difference method, have unreal jumps, this is
the fact, that the mathematical model becomes inadequate. In this paper it is proposed to
use a cosine Fourier expansion at the interval ξ ∈ [0; 1] to describe the function δ1(x)

δ
(1)
i = y(ξi) = a0

2
+

M∑
k=1

an cosπkξi.

If we divide the interval ξ ∈ [0; 1], as well as the interval x ∈ [0; L] into N + 1
points ξi numerated from 0 to N .

A description of a patch geometrical form as a Fourier series allows us to calculate
the mass of the patch rather simply:

M =
L∫

0

δ1(x)dx = a0L

2
.

To implement a genetic algorithm, it is necessary to create a fitness function that
would make it possible to rank different sets of parameters L and a0, a1, ..., aM (i.e.
individual) by quality. We can, for example, write the fitness-function in a following
form:

� = a0L

2
+ ϕ1 + ϕ2,

where ϕ1, ϕ2 are penalty functions, which are appointed in the case, if a corresponding
solution does not satisfy some restriction.
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These functions may have, for example, the following form:

ϕ1 =

⎧⎪⎨
⎪⎩
Z1

(
τm

τ0
− 1

)
, τm > τ0

0, τm ≤ τ0

ϕ2 =

⎧⎪⎪⎨
⎪⎪⎩
Z2

(
δmin

δ
(1)
min

− 1

)
, δ

(1)
min < δmin

0, δ
(1)
min ≥ δmin

where Z1, Z2 are some big numbers, which define the value of the penalty for leaving
the solution out of the available area; τm are maximum shear stress in the adhesive layer

in nodal points (τm = max
i

[
0.5

√
σ 2 + 4τ 2

]
); max

i
(τmax) is the maximal value of the

maximum shear stress for all points in the area; δ(1)
min = min

i

(
δ
(1)
i

)
is a minimal value of

the patch thickness.
In this paper, we propose a model with three islands, on the one of which the prob-

ability and standard deviation of mutations are higher than on the other two islands.
This combination of two relatively stable islands with one island with a higher mutation
rate makes it possible to combine the speed of the appropriate solution finding with the
stability and preservation of the best solutions in the general population.

The general scheme of the evolutionary algorithm for the one population has the
form:

1. Creation of the initial population of vectors �h(j), where j = 1, ..., n. Each vector �h(j)

(the individual) contains components L(j) and a(j)
0 , a(j)

1 , ..., a(j)
M .

2. Calculate the corresponding values �(j) = �
(�h(j)

)
.

3. Selection. We rank the vectors available in the population �h(j) according to the
corresponding values of the fitness function �(j).

4. We select 2k elements �h(j) from the population. It is necessary that the best individuals
�h(j) from the population be included in the sample, which have less values of the
fitness-functions.

5. Parents choice. We break 2k selected individuals into pairs and obtain k pairs of
“parents”. In the simplest case, we can break it into pairs at random.

6. Crossover. We randomly select parameters for each new individual L(j) and
a(j)
0 , a(j)

1 , ..., a(j)
M from both parent individuals. As a result of such operation, we

get a population k of new individuals, “descendants”.
7. Mutations. In the version of the algorithm implemented by the authors, mutations

occur only with a small part of the vector components �h(j) of individuals, which
appear as a result of a “descendant” breeding.

8. After making changes to the genetic code, the descendants return to the main popula-
tion.After that, individuals are again ranked according to the values of fitness-function
�(j) and k the worst individuals are removed from the population.

9. Checking of the stop criterion. If the stop criterion (for example, specified number of
reproduction cycles M ) is not reached, then we go back to the step 4.

Computations show [10, 11], that in the later iterations of the algorithm, the objective
function remains practically unchanged. Therefore, it is proposed to use a combination of
the genetic algorithmwith the particle swarmalgorithm [14, 15]. In this case, the resulting
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three subpopulations form the initial state of each of the three swarms of particles. And
for each of the three swarms, the optimization problem is solved independently. After
that, the best solutions are selected, and the values of the desired parameters are averaged
over this sample. The scheme of the algorithm is shown in Fig. 1.

Fig. 1. The thickness of the main plate and the patch

Here Р1, Р2, Р3 are populations 1, 2, and 3 in the genetic algorithm (GA), and S1,
S2, S3 are populations of particles in the particle swarm optimization algorithm (PSO).
The dark color indicates the population with an increased level of mutagenesis.

The upper and lower limits of the available value area for the desired parameters,
which are necessary for the particle swarm algorithm, are calculated as follows:

Lup = L∗ + L

θ
, Llo = L∗ − L

θ
, a(j)

k,up = a(j)∗
k +

∣∣∣a(j)
k

∣∣∣
θ

, a(j)
k,lo = a(j)∗

k −
∣∣∣a(j)

k

∣∣∣
θ

.

Here the values denoted by “*”, are parameters of the best individual in the subpopulation
(swarm). The parameter θ , that defines a width of the interval, is appointed when tuning
the algorithm. The authors used the value θ = 4.

So, vectors of the upper and lower restriction of the required parameters have the
form:

�blo = (
Llo, a0,lo, a1,lo, ..., aM ,lo

)
, �bup = (

Lup, a0,up, a1,up, ..., aM ,up
)
.

4.2 Algorithm, Particle Swarm Optimization

In this case, the particle swarm algorithm, which acts with the population (swarm)
obtained at the previous stage (genetic algorithm), has the following form:

– the initial coordinates of each particle �h(j) (individual) will be assigned to the vector
of the best-known position of each individual �p(j);

– the coordinates of the best individual in the swarm (subpopulation) will be assigned
to the vector �g;

– to generate velocity vectors for each particle

�v(j) ∼ �U
(
−

(�bup − �blo
)
,
(�bup − �blo

))
,

where �U
(�l, �u

)
is a multidimensional uniform distribution, which has a lower and

upper limitations of the solution space �l and �u.
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While the algorithm stop criterion is notmet (for example, the execution of a specified
number of iterations or stabilization of the target function optimal values), perform the
following operations:

– to generate vectors

�rp = �U (0, 1) and �rg = �U (0, 1),

for each particle (individual);
– to renew the velocity of each particle

�v(j) = ω�v(j) + ϕp�rp 	
(
�p(j) − �h(j)

)
+ ϕg�rg 	

(
�g − �h(j)

)
,

where the operation 	 means component multiplication;
– to renew the particle position by transfer from coordinates �h(j) into the point with

coordinates �h(j) = �h(j) + �v(j);
– if �

(�h(j)
)

< f
(�p(j)

)
then renew the best known value of the point j, i.e. to assign

to �p(j) the actual coordinates of �h(j). If �
(�p(j)

)
< f (�g) then renew the best known

solution for all the swarm, assigning coordinates �p(j) to the vector �g.
The parameters ω, ϕp, ϕg are selected by the calculator and determine the behavior

and effectiveness of the method as a whole. The following values were assigned in this
paper: ω = 0.6, ϕp = 1.1, ϕg = 1.1.

Therefore, we have three swarms of particles obtained on the previous stage of
the algorithm. And we can used use this fact and modify classical genetic algorithm
increasing it rate of calculation. One has to note that both genetic and swarm of particles
algorithm are, generally, are used as the basis for creation of more complicated method
of optimization [18], which implement in their turn clasterization of particles on groups.
Let’s add possibility of information interchange between these three swarms in this
case. And implement above-mentioned algorithm with each swarm for given quantity
of iterations. After that we compare the best solution �g, found in each swarm, and find
the best from three solutions. After that we transfer the best-found solution to each
swarm and repeat optimization cycle with each swarm. Such interchange of information
between swarms is repeated definite quantity of times.

5 Results and Discussion

Let us apply the proposed joint optimization algorithm to solve two problems that differ
only in the load applied to the joint. The rest of the parameters are the same in both
cases: E1 = 70 GPa, E2 = 70 GPa, δ2 = 3 mm, δ0 = 0.1 mm, E0 = 2.274 GPa,
G0 = 0.54 GPa, τ0 = 15 MPa, δmin = 0.5 mm, δmax = 8 mm. We consider one case of
loading the structure: F = 170 kN/m. We add a restriction on the value of the derivative
of the patch thickness

∣∣δ′
1(x)

∣∣ ≤ 0.2.
As a result of a numerical realization of a given algorithm it was obtained an optimal

value of the adhesive area length L = 31.5 mm. Graph of change in the patch thickness
along the joint length is shown in Fig. 2 (a). The main plate thickness graphs δ2 = 3 mm
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(a)                   (b) 

Fig. 2. The main plate thickness and the patch profile (a); The stress distribution in the adhesive
layer (b)

is given for a scale. Stress graphs τ , σ in the adhesive layer and τmax diagrams are shown
in Fig. 2 (b).

The change in the average truncated value of the objective function in the population
(it is 10% of the maximal values are casted out) during the optimization process is shown
in Fig. 3 (a). The number of evolutional cycles M is plotted along the horizontal axis.
The minimal value of objective function obtained by the genetic algorithm application is
equal to� = 0.0001275. This value and correspondent parameters of an individual serve
as an original point for the operation of swarm of particles algorithm on the next stage
of optimization. The diagram of objective function values at the stage of information
interchange between swarms is shown on the Fig. 3 (b).

(a) (b)

Fig. 3. Values of objective function at different stages of optimization: (a) – genetic algorithm;
(b) – swarm of particles algorithm

Thus, swarm of particles algorithm allows to reduce value of objective function from
the� = 0.0001275 to� = 0.0001065. Aswe can see, a solution close to the optimal can
be found fairly quickly. Increasing the number of iterations of the algorithm up of several
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thousands does not significantly affect the solution which is found above. However, the
application of the particle swarm algorithm to the obtained solutions makes it possible to
reduce the value of the objective functions by another 20–25% compared to the results
achieved using the genetic algorithm.

6 Conclusions

In order to reduce the computation time, a one-dimensional mathematical model of the
stress state of an adhesive joint is used in this paper. To describe the shape of the patch,
the expansion of the function in a Fourier series is used. All this together made it possible
to create a topological optimization genetic algorithm, which allows us to find a solution
to the problem very quickly. The computation time of a Python program is only a few
minutes.

Analytical calculations have shown that application of swarm of particles algorithm
on the second stage of optimization allows to reduce value of objective functions on
20% approximately comparing with that obtained with the genetic algorithm. It means
that suggested approach has advantage comparing with conventional genetic algorithm
which was used earlier for the considered problem solution [10, 11].

The results obtained are planned to be developed in several directions, such as struc-
tural optimization of composite patches [20]. In addition, it is planned to develop this
approach for solving topological optimization problems in a two-dimensional formula-
tion [21, 22], that is a qualitatively more difficult problem. It is also interesting to use
more complex optimization algorithms based on the particle swarm algorithm, where
it is taken into account not only velocities, but also accelerations of particles [23], and
other variants of swarm algorithms as well [24].
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Abstract. Nosocomial infections pose a significant threat to patient safety in
healthcare settings globally, with hand hygiene being a crucial preventive mea-
sure. This study aims to develop an intelligent recommendation system encap-
sulated in a mobile application to assess and enhance healthcare workers’ hand
hygiene practices, thereby reducing nosocomial infections. The systemwas devel-
oped using the MVVM architecture, ensuring a robust, scalable, and maintainable
solution. The application was designed in compliance with iOS Human Inter-
face Guidelines to ensure user-friendliness. It includes departmental, workplace,
and individual assessment checklists, with a scoring system ranging from 1 to 25
for each item. Technologies such as Firebase for authentication and data storage,
Swift Package Manager for dependency management, and various libraries for
enhanced functionality were integrated. The application successfully facilitates
comprehensive tracking and analysis of hand hygiene practices. The checklist-
based approach allows detailed data collection, providing quantifiable insights
into compliance levels. Including dark mode and user-friendly interfaces tailored
for different user types (new, non-authorized, and authorized users) enhances the
user experience. The application’s innovative approach combines data analytics
with practical utility, making it a valuable tool in nosocomial infection control.
The use of modern technologies and adherence to established design principles
ensure its relevance and ease of use in healthcare environments. This intelligent
recommendation system represents a significant advancement in the application
of technology to healthcare challenges, particularly in infection control.

Keywords: hand hygiene · nosocomial infections · recommendation system ·
Swift · mobile app

1 Introduction

Nosocomial infections, also known as hospital-acquired infections, remain a significant
challenge in healthcare settings globally [1]. These infections occur in patients during
their stay in hospitals or other healthcare facilities and are not present or incubating
at admission [2]. The World Health Organization (WHO) has identified nosocomial
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infections as a major issue of public health concern due to their impact on patient
morbidity, mortality, and healthcare costs [3]. In Ukraine, as in many parts of the world,
the prevalence of nosocomial infections seriously threatens patient safety and healthcare
efficiency, highlighting the need for effective control measures [4].

One of the key factors in preventing and controlling nosocomial infections is the
hygiene practices of healthcare staff. Hand hygiene, in particular, is the most important
measure to prevent the spread of pathogens and reduce infection rates [5]. Despite the
simplicity of this preventive measure and the existence of guidelines by health organi-
zations, compliance with hand hygiene practices among healthcare workers still needs
to be improved [6]. This gap in practice underlines the need for innovative approaches
to promote and monitor adherence to hand hygiene guidelines effectively.

Adopting data-drivenmethodologies in healthcare represents a paradigm shift, offer-
ing a transformative approach to improving patient outcomes and operational efficiency
[7]. In recent years, the healthcare industry has witnessed an exponential increase in data
generated, ranging from electronic health records to sensor-based monitoring systems
[8]. This surge in data availability, coupledwith advancements in data analytics, machine
learning, and artificial intelligence, has laid the groundwork for the emergence of data-
driven medicine [9]. This approach facilitates a more comprehensive understanding of
patient care dynamics and allows for optimizing healthcare processes [10].

Within the realm of data-driven healthcare, intelligent recommendation systems have
emerged as a pivotal tool [11]. These systems are adept at processing vast and varied
datasets, extracting meaningful patterns, and providing bespoke recommendations. In
clinical settings, such recommendation systems are increasingly utilized to augment
decision-making processes, enhance diagnostic accuracy, and personalize patient care
strategies [12]. Their application ranges from predicting patient outcomes and disease
progression to optimizing treatment plans and resource allocation.

The potential of these recommendation systems in infection control and prevention
is particularly noteworthy. By harnessing the power of data analytics, these systems
can identify risk factors for nosocomial infections, monitor compliance with infection
control protocols, and suggest targeted interventions [13]. In hand hygiene compliance,
an intelligent recommendation system can analyze data from various sources, such as
hand hygiene dispensers, surveillance cameras, and staff schedules. By doing so, it can
provide real-time feedback to healthcare workers, identify patterns in compliance lapses,
and recommend tailored strategies to improve hand hygiene practices.

Integrating such data-driven solutions in healthcare settings holds promise for bridg-
ing the gap between hand hygiene guidelines and actual practice among healthcare staff.
By providing targeted, evidence-based recommendations, these systems can play a cru-
cial role in enhancing hand hygiene compliance, reducing the incidence of nosocomial
infections, and improving overall patient safety [14]. As proposed in this work, the
development of an intelligent recommendation system for hand hygiene assessment
aligns with the broader goal of leveraging technological innovations to address critical
challenges in healthcare.

This work aims to develop an intelligent recommendation system designed explic-
itly for assessing healthcare staff hand hygiene practices. This system will employ
advanced data analytics to evaluate hand hygiene compliance and provide actionable
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insights to healthcare providers. Furthermore, a mobile application based on this model
will be designed to facilitate real-time monitoring and feedback for healthcare staff,
thereby enhancing hand hygiene adherence and ultimately contributing to the reduction
of nosocomial infections. This paper outlines the proposed system’s development pro-
cess, implementation strategies, and potential impact on healthcare settings in Ukraine
and worldwide.

2 Materials and Methods

The following action algorithm was developed to determine the risk of nosocomial
infections:

1. The results of the checklist “Availability of antiseptic in mandatory hand hygiene
zones” meet the standard (up to 10% non-compliance):
a. If not, the following actions are recommended – analysis of the discrepancies by the

person responsible for infection prevention and control (IPC) in the department,
preparation of a memo to the management regarding the purchase of necessary
equipment andmaterials, installation of equipment. A follow-up audit is scheduled
for a set term.

b. If yes, proceed to the next checklist.
2. The results of the checklist “Organization of the hand hygiene system” meet the

standard (up to 10% non-compliance):
a. Depending on the percentage of non-compliance, the following actions are

recommended:
i. 10–30%:Analysis of discrepancies by the department’s IPC responsible, devel-
oping a plan to address the deficiencies. A follow-up audit is scheduled for a
set term.

ii. 31–60%: Analysis of discrepancies by the IPC responsible, in collaboration
with the departmental epidemiologist, development of a plan to address the
deficiencies. A follow-up audit is scheduled for a set term.

iii. Over 60%:An extraordinarymeeting of the infection control committee, devel-
opment of a plan to address deficiencies with designated responsible persons
and deadlines. A follow-up audit is scheduled for a set term.

b. If yes, proceed to the next checklist.
3. The results of the checklist “Equipment of the workplace for hand processing” meet

the standard (up to 10% non-compliance):
a. Depending on the percentage of non-compliance, the following actions are

recommended:
i. 10–30%: Analysis of discrepancies by the department’s IPC responsible,
preparing a memo to the management regarding the purchase of necessary
equipment and materials.

ii. 31–60%:Analysis of discrepancies by the IPC responsible in collaborationwith
the departmental epidemiologist, preparation of a memo to the management
regarding the purchase of necessary equipment and materials.

iii. Over 60%:An extraordinarymeeting of the infection control committee, devel-
oping a plan to address the deficiencies with designated responsible persons
and deadlines. A follow-up audit is scheduled for a set term.
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b. If yes, proceed to the next checklist.
4. The results of the checklist “Hand processing technique” meet the standard (up to

10% non-compliance):
a. Depending on the percentage of non-compliance, the following actions are

recommended:
i. 10–30%: Independent study of regulatory documents regarding hand hygiene
rules, followed by a test control of acquired knowledge.

ii. 31–60%: Study of regulatory documents on hand hygiene rules, practical train-
ing in hand processing techniques, followed by a test control of acquired
knowledge and evaluation of practical skills by an epidemiologist.

iii. Over 60%: Referral of the healthcare worker to hand hygiene training with an
examination.

b. If yes, proceed to the next checklist.
5. The results of the checklist “Epidemiological safety during patient care and manip-

ulation (hand processing stage)” meet the standard (up to 10% non-compliance):
a. Depending on the percentage of non-compliance, the following actions are

recommended:
i. 10–30%: Independent study of regulatory documents regarding hand hygiene
rules, followed by a test control of acquired knowledge.

ii. 31–60%: Study of regulatory documents on hand hygiene rules, practical train-
ing in hand processing techniques, followed by a test control of acquired
knowledge and evaluation of practical skills by an epidemiologist.

iii. Over 60%: Referral of the healthcare worker to hand hygiene training with an
examination.

b. If yes, proceed to obtain the overall results.
6. The overall percentage of non-compliance is less than 30%:

a. If not, the check is successfully passed, and the risk of nosocomial infection is
minimal.

b. If yes, the check is not passed, the following recommendations are obtained:
i. Conduct a meeting of the Infection Control Committee and develop an Action
Plan to improve hand hygiene considering the local context.

ii. Initiate approval of this Action Plan for improving hand hygiene by the
healthcare facility management considering the local context.

iii. The epidemiologist from the IPC department will coordinate the implemen-
tation of the action plan for improving hand hygiene at all stages.

iv. Training of healthcare facility staff on the basics of patient infectious safety,
determination, impact, and prevalence of healthcare-associated infections
(HAIs), prevention of HAIs and the role of hand hygiene in it, rules and
practices of hand hygiene, patterns of pathogen transmission associated with
healthcare provision, with an emphasis on contact (through hands) route of
infection.

v. Preparation of additional educationalmaterials, including data fromevaluation
reports.

vi. Preparation of informational materials (stands, posters, leaflets, etc.) on hand
hygiene.
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vii. Organization of regular meetings to monitor the implementation of mea-
sures, discuss the current situation, and adjust the hand hygiene action plan as
necessary.

The audit consists of five mandatory checklists: two for the department, one for the
workplace, and two for the employee. Each item on the checklist is evaluated on a scale
from 1 to 25 points, where one represents a low risk, and 25 indicates an extremely high
risk.

A mobile application has been developed based on the proposed action algorithm.
The usage scenarios of the developed mobile application anticipate three types of users:
“New User”, “Non-Authorized User”, and “Authorized User”, collectively referred to
as “User”. New and non-authorized users cannot view the app’s content; they can
authenticate using “Firebase Auth”. An authorized user can conduct and view audits
and configure data under “Content Management”.

Figure 1 presents a class diagram. The “CompletedChecklist” class implements
the “DatabaseModel” interface. The “UserChecklist” and “RoomChecklist” classes
generalize (inherit from) “CompletedChecklist”.

Fig. 1. Class diagram

Figure 2 shows a deployment diagram. The “Mobile Device” is the user’s device with
an iOS operating environment through which access to the application is obtained. The
“Firebase Server” device is an API server (connected to the user’s device via the HTTPS
protocol). The “Apple Web Service” device is a server from which the application can
be downloaded (connected to the user’s device via the HTTPS protocol).
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Fig. 2. Deployment diagram

3 Results

The structure of the application classes is built using the principles of the MVVM
architecture, so the project’s root directory contains three folders named after layers: UI,
Services, and Utilities.

The AppDelegate class and the HAIs_ChecklistApp structure are responsible for
the overall state of the application, the current scene where the user is located, and the
management of these screens. This class is essential to every mobile application written
for the iOS operating system.

The Assets directory is created to organize the media resources of the mobile appli-
cation. It allows storing graphical images and icons with different resolutions for correct
display on screens of various sizes and direct use in the project code. It can also house
mobile application icons displayed in the iOS system in settings, notifications, and on
the screen of installed applications.

The UI directory is created to organize the presentation layer. It is divided into three
folders:

• commun, where components reused on different screens are stored. For example,
“PasswordSecureField”, which is used on the authorization and password update
screens;

• auth, where all screens for authorization are located;
• main, where all screens that display and implement the main logic of the application

are located.

The Services directory is created to organize the data layer. It is divided into five
services:

• DatabaseService – responsible for interaction with Firestore;
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• AuthorizationService – responsible for authorization, encapsulates with Firebase
auth;

• StorageService – responsible for the secure storage of user data, encapsulates the
logic of interaction with KeychainSwift;

• ValidationService – responsible for validating the user’s password and email;
• RevisionService – responsible for the current revision, its update, and the result.

Each UI module consists of a view and a viewModel. The view displays UI
components and the viewModel for business logic.

During the development process, the dependency manager SPM was used. Swift
Package Manager is a tool for managing the distribution of Swift code. It is integrated
with the Swift build system to automate the process of downloading, compiling, and
linking dependencies. The package manager is included in Swift 3.0 and higher. It helps
iOS developers easily add third-party libraries whose code is publicly available.

The libraries used include:

• KeychainSwift is a library that provides a set of helper functions for storing data in
Keychain. It was developed to provide a shorter syntax for performing a simple task:
reading/writing text values for specified keys;

• Firebase is a platform for developing applications with tools for interacting with
Firestore, Cloud storage;

• SwiftLint is a tool for applying Swift style and conventions based on the now-archived
GitHub Swift Style Guide. SwiftLint ensures adherence to style guide rules widely
accepted by the Swift community.

• SDWebImageSwiftUI is a SwiftUI image-downloading platform based on SDWe-
bImage. It contains all SDWebImage features, such as asynchronous image loading,
memory/disk caching, animated image playback, and performance. The framework
provides variousView structureswhoseAPIs are consistentwith SwiftUI instructions.

In the development of the iOS application, it was decided to adhere to the main prin-
ciples of the Human Interface Guidelines, which include aesthetic integrity, consistency,
clear interaction, and user control.

Therefore, standard graphical interface components were used, combined with stan-
dard fonts and colors that harmoniously fit into the overall design of the iOS operating
system and are used in official Apple applications. It is important to note that the applica-
tion supports one of the major innovations of iOS 13 – the dark mode theme. This means
that the user can switch between light and dark themes, which automatically change the
color scheme of the entire operating system interface and all system applications.

Upon launching the application, the user is presented with a loading screen, which
remains visible until the application enters the Inactive state.

Once all the main resources required for the application to function have loaded, the
user arrives at the “Login” page. If the user has no account, they can navigate to the
“Registration” page. The initial interfaces are presented in Fig. 3.
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Fig. 3. Initial interfaces.

After successful registration or login, the user lands on a page where they can start
the department audit.When the user clicks the “Start Audit” button, a dialog box prompts
them to enter the department’s name. After specifying the department’s name, the user
proceeds to a list of checklists. The checklists are divided into three types, the first of
which pertains to the entire department. The next type relates to the workplace; the user
enters the name of the workplace and responds to the questions. The last type is specific
to an individual employee; the user enters the employee’s full name and position and
then completes the responses to the questions. Each item on the checklist can be rated
from 1 to 25. After filling out the five mandatory checklists, a “Finish Audit” button
appears. Examples of interfaces with checklists are shown in Fig. 4.

After the user completes the audit, they receive an overall result, which depends on
the percentage of successfully passed checks for each item. The user can view detailed
information for each checklist by clicking the “Detailed Information” button. Examples
of recommendations are presented in Fig. 5.
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Fig. 4. Checklists interfaces.

Fig. 5. Recommendations interfaces.
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4 Conclusions

This research paper introduces an innovative, intelligent recommendation system for
assessing healthcare staff hand hygiene encapsulated in a user-friendly mobile applica-
tion. The application, rooted in the MVVM architecture, represents both a scientific and
practical advancement in healthcare technology. The scientific novelty lies in the appli-
cation’s approach to integrating complex data analytics with a user-centric interface,
providing a novel solution to hand hygiene compliance—a critical factor in controlling
nosocomial infections.

From a practical standpoint, the system offers a tangible tool for healthcare facilities
to enhance their infection control protocols. The checklist-based approach, encompass-
ing departmental, workplace, and individual assessments, comprehensively evaluates
hand hygiene practices. This is particularly significant in nosocomial infection control,
where precise and actionable data can substantially improve patient safety and overall
healthcare quality.

The application’s development adheres to iOSHuman InterfaceGuidelines, ensuring
a seamless user experience. This adherence, coupled with deploying modern technolo-
gies such as Firebase, Swift Package Manager, and various other libraries, underscores
the application’s practicality and relevance in today’s technology landscape.

Future research could focus on expanding the application’s capabilities to include
predictive analytics, using the accumulateddata to forecast potential outbreaks or identify
patterns in compliance lapses. Additionally, exploring integration with other healthcare
systems, such asEHRs, could provide amore holistic viewof the healthcare environment,
enhancing the application’s effectiveness.

Moreover, the potential for adapting and scaling the system for different healthcare
settings and other compliance-based scenarios presents a rich avenue for further explo-
ration. Such adaptations could extend the application’s impact beyond hand hygiene,
contributing to broader aspects of healthcare management and safety protocols.

This project contributes significantly to improving hand hygiene practices in health-
care settings and sets a new standard for integrating intelligent systems in healthcare. Its
success in combining technological innovation with practical application underscores
the potential for such systems to impact healthcare outcomes. The project serves as a
model for future research and development in the field, offering insights and frameworks
that can be adapted and built upon to pursue enhanced patient care and safety.
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its consequences on the epidemic process of widespread infections on the basis of information
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Abstract. Application of optimal reinforcement concepts like lattice or wafer and
reducing of most cost and time-consuming assembly operations based on integra-
tion of attachment fittings into composite structures provide strong opportunities
for weight reduction and manufacturing costs of airframe structures. Within this
work, the breakthrough manufacturing-oriented solution based on the combina-
tion of high-performance lattice design and high-productive automated process
is presented. A method for the preliminary design of a composite keel beam is
described to determine structural parameters of two families of ribs that meet
strength and stability constraints. Finally, a case study on the design of lattice
composite keel beam was formulated and solved to demonstrate the capabilities
of the proposed design concept and method.

Keywords: Keel Beam · Lattice Structure · Composites · Filament Winding

1 Introduction

The lower central fuselage section of advanced aircrafts generally contains large cut-
outs for the main landing gear wheels. To keep the longitudinal structural continuity of
the fuselage and to provide necessary bending stiffness of the fuselage under vertical
bending loads the keel beam is installed along whole length of lower cut-out.

Keel beam of the fuselage generally is represented by a thin-walled box structure
reinforced by stringers and transversal webs, which is connected to the forward and
aft pressure bulkheads and often with the center wing box. According to its structural
function within airframe the main load case for keel beam design is axial compression
that for short- and mid-range passenger aircrafts can reach values of several hundred
tones.

Traditional approach for keel beam box manufacturing implies an assembly of 4
panels, stringers and transversal webs into a thin-walled structure using bolted and
riveted joints. The main disadvantage of such time-consuming method is expensiveness
mostly due to high assembly cost in overall manufacturing price. Though redesign of
keel beam with application of composites allows to reduce the weight but does not solve
the problem of economic efficiency.
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In this paper the novel design approach for composite keel beam is proposed which
consists in combination of high-performance lattice-type structure and high-productive
winding process to createmanufacturing-oriented lattice keel beamwith integratedmetal
fittings that allows to reduce both the weight and manufacturing time as well as costs.

2 Design Approach and Methodology

2.1 Design Concept

Generally, lattice structures represent isogrid- or anisogrid-stiffened cylindrical or con-
ical shells consisting of a system of longitudinal, helical and circumferential ribs (see
Fig. 1).

Fig. 1. Typical isogrid structure with circumferential and helical ribs.

Lattice structures can bemade either in the formof grid-stiffened frame only (without
skin) or can have outside or two-side composite skin. In most cases, lattice structures are
produced by filament winding of unidirectional tows or fibers with subsequent autoclave
curing.

Since 1980th anisogrid lattice structures are successfully used in space programmes
in the form of launchers’ sections, interstages, adaptors, etc. [1–4]. In this field, cylin-
drical and conical lattice structures demonstrate high weight efficiency, technological
reliability and low manufacturing costs.

However, efficiency of lattice rocket structures is grounded on their regular cylindri-
cal or conic shape, uniform loading at longwise and roundwise directions by axial forces,
and absence of large cutouts. As regards aircraft structures, there were some attempts of
geodesic structural scheme implementation in fuselage [5–7].

With account for keel beam loading by axial compressive load, authors believe that
lattice design (see Fig. 2) is a strong alternative to reference 4-panels assembly and
guarantees high stiffness-to-weight ratio due to 100% use of unidirectional composites
stiffness and strength performances along fibers. It should be noted that proposed concept
of lattice keel beam allows to explicitly divide it into different regions to define optimal
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lattice pattern for each region separately, considering inherent loading and respecting
condition of ribs continuity. For example, for outer regions (connected to front/aft pres-
sure bulkheads) angle of spiral ribs (relative to longitudinal axis of keel beam) can be
selected as small as possible to provide best strength and stiffness to weight ratio while
for medium region (for example under center wing box) spiral ribs should be oriented
with considering of transverse loads action. Such approach will help to respect both
global and local loads and optimize lattice pattern, thus minimize keel beam weight.

2.2 Design Approach

Proposed geometry of lattice keel beam (see Fig. 2) is characterized with three global
parameters that define overall keel beam geometry (heightH, width B and length of keel
beam L) and six local structural parameters:

• cross-sectional sizes, i.e. heights h of helical and circumferential ribs which are
generally accepted identical and widths of ribs δh, δc;

• number of helical and circumferential ribs which correspond to their spacings ah, ac;
• the angle of helical ribs ϕ with respect to the longitudinal axis of keel beam which

depends on number of helical (spiral) and circumferential (hoop) ribs.

The fillet radius r along the lateral edges of prismatic shaped keel beam can be set
according to technological requirements and determined taking into account minimal
possible value for proper laying of composite tape or roving on the tool.

Fig. 2. Lattice conceptual design of keel beam.

Determination of structural parameters for lattice structures was generally based
on analytical method [2]. According to design approach described in [8, 9] cylindrical
lattice structure is designed for minimum mass considering three design constraints
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which characterized strength of helical ribs, global stability of the structure and local
stability of helical ribs under compressive loading by equivalent force which evaluates
with regard to possible bending of lattice structure.

Considering the prismatic overall shape of lattice keel beam and high elongation
ratio of structure, the mathematical expressions for optimal design variables presented
in [8, 9] for cylindrical lattice structure must be reformulated for use in the preliminary
design of lattice keel beam.

Using the common “continuous” approach, the lattice keel beam (discrete system of
ribs) can be represented as a smooth prismatic shell or rectangular tube with parameters
that keep equivalent axial and bending stiffnesses. In this case two-layered composite
shell will consist of one artificial layer obtained by “smearing” of helical ribs and the
other layer – by “smearing” of circumferential ribs over the whole surface (Fig. 3).

Fig. 3. Simplifying of discrete lattice structure by continuum prismatic shell.

The list of parameters to be optimized for such continuous shell includes dimension-
less equivalent widths (thicknesses) of helical and circumferential ribs:

δh = δh

ah
; δc = δc

ac
. (1)

Effective membrane stiffnesses of equivalent smooth two-layered composite shell
are evaluated according to elasticity modulus of “smeared” ribs:

A11 = Ehhδh cos
4 ϕ;

A22 = Ehhδh sin
4 ϕ + Echδc;

A12 = A21 = A33 = Ehhδh sin
2 ϕ cos2 ϕ,

(2)

where Eh, Ec are modulus of elasticity of helical and circumferential ribs respectively.
Four design constraints must be considered and used for minimum mass design of

lattice keel beam.
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1. Global buckling constraint which can be written using Euler’s formula for tube with
hollow rectangular cross section:

P ≤ Pgs = kgs
π2A11

L2

[
H 2

6
(H + 3B)

]
, (3)

where H, B, L overall dimensions of lattice keel beam, i.e. height, width and length (see
Fig. 2); kgs – coefficient, which depends on the boundary conditions at the ends of keel
beam (for conservative design kgs = 1).

2. Local buckling constraint in the form of critical distributed forces for rectangular
plates [10] which represent the top (bottom) wall of lattice keel beam with “smeared”
ribs:

P ≤ Plp = 2(H + B)
π2√D11D22

B2 klp, (4)

where klp – local buckling coefficient depending on the boundary conditions at
the edges of plate [10], for conservative design simply supported edges should be
accepted:

klp = 2

(
1 + D12 + 2D33√

D11D22

)
(5)

where bending stiffnesses of plate Dmn are defined according to following formula:

Dmn = Amn
h2

12
. (6)

3. Local buckling constraint for helical ribs within segment between two circumferential
ribs which can be derived from Euler’s formula (Fig. 4):

P ≤ Plr = klr
π2EhImin

l2h
· 4(B + H )

h
cos2 ϕ, (7)

where lh – length of helical rib segment, which finally depends on the number of
circumferential ribs; Imin – moment of inertia in helical rib cross-section; klr – coef-
ficient of local buckling for helical ribs which depends on the boundary conditions at
the ends (for conservative design klr = 1):

lh = ah
2 sin 2ϕ

; (8)

Imin =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ha3h
12

δ
3
h if

h

ah
> δh;

h3ah
12

δh if
h

ah
< δh.

(9)
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4. Strength constraint for helical ribs under compressive loading:

P ≤ Psr = 4σhahhδh(B + H ) cos2 ϕ, (10)

where σ h – compressive strength of composite material used for helical rib
manufacturing.

Design constraints (3), (4), (7) and (10) can be written in terms of safety factors, that
allows to transform these conditions in the form of inequalities into equations and found
expressions for optimal parameters h, δh, δc and ϕ with regard to minimum mass. Using
of safety factors provides also the possibility to ensure the necessary axial stiffness of
lattice keel beam equivalent to the value of total stiffness of stringers and skin removed
from fuselage in the zone of cut-out.

Fig. 4. Representative scheme for formulating the local buckling constraint of helical ribs.

2.3 Conceptual Design of Manufacturing Process

In addition to constraints ondesignvariableswhich characterizemechanical performance
of lattice keel beam, there are also technological requirements depends on specifics of
filament winding process or automated tape laying. For example, the lattice pattern is
usually selected to ensure continuous winding (or tape laying) process without interrup-
tion or moving of the head in the required position. On the other hand, configuration of
ribs should allow extracting of whole structure from mandrel.

Tomaintain the ability to use filament winding of automated tape laying for the man-
ufacture of composite lattice structure, it is necessary to ensure that the fiber placement
head returns to the starting point of winding. To solve this kinematic problem, a system
of two parallel base planes is considered. The movement of the fiber placement head
along the imaginary flat pattern of keel-beam surface obeys the law of reflection. One
cycle of head movement should include its double movement – to the opposite section
and back.

In order to allow the return of the fiber placement head to the initial point, the surface
sweep along the deployment line should be divided into equal steps. If the number of
steps ns is integer, then its length t calculates as

t = S

ns
, (11)
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where S is a perimeter of keel beam cross-section.
During winding the head is moving on i steps and the angle of winding, i.e. the angle

of helical ribs

ϕ = arctg
i · t
L

. (12)

As was mentioned above, the cycle of fiber placement head ends with its return to the
initial base plane. In this case, the head passes the distance equal to 2i. It should be noted
that the number of nodal points on the base plane between the starting and finishing
position of head in the amount of (2i-1) means the maximum number of additional
initial stages, taking into account the number of revolutions of the equipment which is
necessary to complete the winding or placement of fiber tow (return of the head to the
starting point)

ψ · 2i = m · ns, (13)

whereψ is the number of cycles before completing the winding of one tow in helical rib;
m – the minimum number of revolutions of mandrel, until completion of the winding of
one fiber tow in helical rib.

Thus, kinematic parameters of helical ribs winding (or automated laying of yarn tow
on revolved mandrel) are selected according to Eq. (13) to guarantee the end of cycle by
returning of the head to the starting point, and this fact will directly determine the angle
of helical ribs ϕ.

With the focus on minimization of assembly operations, proposed lattice design
solution makes one more step towards both manufacturing costs and time reduction
thanks to metal fittings integration into composite structure (see Fig. 5).

One of the main technological challenges associated with the use of composite
lattice structures in aerospace applications is connecting the ends of composite ribs to
metal fittings. Using a conventional mechanical joining process usually results in cutting
of fibers and originating of stress concentrators. In case of unidirectional composite
structure (like ribs in lattice structure) such fiber cuts and stresses concentrators are
crucial for structure integrity and safety.

In this case the metal-composite hybrid design solutions [11] can be implemented
to ensure technical feasibility of lattice structure by filament winding or automated tape

Fig. 5. Conceptual design of the embedded metal fittings for the front and aft pressure bulkheads
interfaces.
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laying. Joining of composite ribs with metal attachment frame can be realized based on
integrated semi-loop joint elements [7] or metal fittings with transversal micropins [11],
depending on the selected type of manufacturing method.

Proposed design of lattice keel beam consists in joining of composites with metals,
that is based on combination of (i) mechanical gripping or clamping of ribs in slots of
metal fittings and (ii) bonding of ribs to the metal fittings during winding. The length of
the slots is determined taking into account the strength of the rib-fitting interface using
standard methods for designing adhesive joints [12].

Realization of these joints between composite lattice structure and metal fittings pre-
liminary produced and installed at the mandrel does not require any additional assembly
operations, thus keel beam with integrated metal fittings can be produced in the frame
of one-shot fully-automated process.

3 Case Study

For validation of proposed design concept, the lattice composite keel beam of passenger
aircraft was designed. The overall keel beam geometry was described through the length
equal to 6m,width and height of keel beamwere set to 500mmand 305mm respectively.
These parameters approximately correspond to keel beam of A320 aircraft family. Value
of axial compressive load on keel beam was accepted equal to 2000 kN. Mechanical
properties of unidirectional composite material (carbon fiber reinforced plastic) which
is selected for this case study are listed in Table 1.

Table 1. Mechanical properties of unidirectional carbon fiber reinforced plastic.

Parameter Value

Modulus of elasticity along fiber direction, GPa 147

Compressive strength along fiber direction, MPa 1725

Results of keel beam design with optimal parameters of lattice structure which corre-
spond tominimummass and satisfy design constraints (3), (4), (7), (10) and (13) are listed
in Table 2. Optimization of the rib parameters was carried out within the framework of
the general approach to optimizing the mass of structural composite elements [13]. The
general view of designed lattice keel beam and dismountable mandrel for manufacturing
by winding process are represented in Fig. 6 and Fig. 7.

Table 2. Results of lattice keel beam design.

Parameter Value

Number of helical ribs with angles +ϕ and −ϕ 16

Angle of helical ribs, degrees 12.8

(continued)
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Table 2. (continued)

Parameter Value

Area of ribs cross-section, mm2 141.9

Height of ribs, mm 11.9

Length of helical rib segment, mm 409.6

Critical compressive load of one helical rib, kN 60.8

Actual compressive load of helical rib, kN 128.2

Weight of composite ribs, kg 26.7

Fig. 6. Composite lattice keel beam with integrated metal fittings.

4 Conclusions

Design concept of composite lattice keel beam with integrated metal fittings was devel-
oped.Methodology for preliminary analytical designof composite lattice prismatic struc-
tures was presented. The procedure allows to define the configuration of the lattice keel
beamunder axial compressive load to satisfy strength and stiffness requirements. Techni-
cal feasibility and efficiency of presented approach are demonstrated based on numerical
case studyperformed for a specific keel beamwith predefinedparameters.Manufacturing
process was conceptually developed and dismountable tool with preinstalled attachment
fittings was designed.
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Fig. 7. General view of dismountable mandrel for manufacturing of lattice structure by filament
winding process.
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Abstract. The article evaluates the illumination and temperature of sol-nex bat-
teries of youth microsatellite of remote sensing of the Earth in the radio band. The
assessment was carried out using a mathematical model adapted for the design
of university spacecraft, describing the orbital parameters of the satellite in the
sun vector. The model is implemented in the MathCAD application and tested
on known parameters of operating micro-spacecraft. With the help of the model,
numerical experiments were conducted to determine the dynamics of the illumi-
nation and temperature of the solar panels of the planned university microsatellite
with geometric forms CubeSat 3U and orientation to the Earth with the largest
axis of inertia.

Keywords: microsatellite · remote sensing · orbit · solar battery · light ·
temperature · mathematical model

1 Introduction

University microsatellites are one of the most rapidly developing areas of modern exper-
imental space science. It is concentrated in aerospace universities, and the approach to
their design is distinctive. They consist in the availability of undergraduate and graduate
students to the project with limitations in the development apparatus. This is primarily
the possibility of simple and reliable mastery of mathematical and physical modeling of
satellite subsystems and development of full-scale aggregates with unclear target task.
The design of such devices is based on the CubeSat specification.

The development of CubeSat for ground remote sensing with a passive radio meter
requires the use of dimensions of at least 3U. In this size it is rational to organize both the
location in the nadir and the adjustment of passive locators on the background radiation
with simultaneous imagery in the visible range (Fig. 1). In this arrangement, it is possible
to operate the angle polo relative to the velocity vector by means of a reaction wheel
(RW). However, the construction of the grid is challenging, as undetectable solar panels
are considered in the early stages of development and the energy supply schedule is very
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tentative. Moreover, during the development of the microcosm unit power plant it is
necessary to repeatedly return to the initial design conditions. Such an approach involves
the use of mathematical support to perform operational calculations of the operating
modes of small spacecraft power equipment in a limited time. The mathematical support
implemented earlier within the student collective allows making necessary calculations
[1] with certain adaptation.

X

Z

Y nadir

RW

Radiometer

Fig. 1. Arrangement of the ERS microsatellite

Adaptation of the complex of specialized mathematical support for the design of the
power systemof the universitymicrosatellite is an urgent task in the field ofmicrosatellite
engineering. The most important in this complex is the determination of the energy input
to the solar batteries of the spacecraft, which determines both the thermal modes of the
generator and energy armament.

The presented model implements design calculations of parameters of the solar
battery with the possibility of changing the layout.

2 Problem Setting. Orbital Parameters

The input to the solar battery of the spacecraft is direct and reflected solar radiation. Its
influence determines energy efficiency and thermal modes. The degree of influence is
characterized by the orbital parameters, the type of arrangement of the spacecraft by the
placement of solar panels.

It is usually difficult to obtain solutions for a particular mission from an accessi-
ble mathematical apparatus developed in leading aerospace universities to determine
the level and direction of solar radiation. Since the implementation of the decision is
complicated by the lack of accurate initial data on the launch date and planned orbital
parameters depending on the launch type. Therefore, the goal is to get a solution for the
most generalized task of youth microsatellites and to realize it for a specific application.

Earth remote sensing (ERS) satellites are characterized by Sun-Synchronous Orbit
(SAT). Such orbits are implemented in the largest amount of Space-X Falcon-9 missiles,
where cluster launch services are provided. A feature of the SSO is that the local travel
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time of the satellite over the same parts of the Earth’s surface is constant. In this case,
the angle of illumination of the Earth surface along the satellite track will be the same
on all passes. Such orbits are performed with reverse motion and polar inclination i >

900. The angular velocity of the precession of this orbit is roughly equal to the ecliptic
velocity of the Sun.

The height of the sun-synchronous orbit must correspond to the orbital period being
multiplied by the solar day. For elliptic orbits, it is necessary to form a large semi-axis
from the condition of a whole number of turns, as follows [2]:

a =
[(

86400

2πN

)2

· μ

] 1
3

(1)

where N is the total number of revolutions around the Earth performed by the satellite per
day;μ - gravitational parameter of the drawing center (for theEarth= 3,986)105 km3/s2).

Themost applicable orbits are 16, 15 and 14 orbits with altitudes of 300, 600, 900 km.
The higher SSOs are less interesting as the increase in altitude decreases the quality of the
sounding, the inclination of the orbit increases, and the polar regions leave the coverage
area.

Using the properties of the ellipse known from analytical geometry, other orbital
parameters are found.

The inclination of the orbit providing the precession of the node line at 360° per
year, to compensate for the rotation of the Earth around the Sun, is from the conditions
of the accepted apse line [3]:

i = arccos
a2(1 − e2)2(Tcωe − 2π)

3C20πR2
eN

, (2)

where ωe = 0.72921 10–4 s−1 is the angular speed of rotation of the Earth relative to
the stars; C20 = −1098.08 × 10–6 is a dimensionless decomposition constant of the
Earth’s gravitational potential by spherical harmonics of the Legendre polynomial; Re
= 6378.17 km - equatorial radius of the Earth; N - the number of turns made PPE per
day/

The dependence of the longitude of the ascending node on the number of days per
year and the local time of the satellite’s ascending orbit is as follows:

� = arctg(tgθ cos ε) − (12 − tan)π
/
12 (3)

where θ - the longitude of the Sun on the ecliptic; ε - inclination of the ecliptic plane to
the equator plane (ε = 23 27′); tan - is the local travel time of the ascending node of the
orbit, expressed in hours.

Based on this expression, you can find the initial longitude of the ascending node at
satellite launch.

Due to the inclination of the orbit, the local travel time of the satellite to the ascending
node will differ from the local travel time of the necessary point of the Earth’s surface:

tan = tl + α · sin(i − 90)

15
(4)
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Where tl is the local time of the satellite passing the necessary point of the Earth’s
surface, expressed in hours; α- the breadth of the necessary point of the Earth’s surface,
expressed in terms of degrees.

If the point is in the northern hemisphere, it is positive, if in the southern - negative.
As for the coordinate of the point on the equator, over which the satellite should go

on the turn on which it passes over the necessary point of the Earth’s surface, here, in
addition to the inclination of the orbit, it is necessary to consider also the rotation of the
Earth:

γ = β + α

360
· tB · ωe + α · sin(i − 90) (5)

where β - is the longitude of the required point of the Earth’s surface, expressed in
degrees; tB – satellite’s orbital period.

3 Problem Solving

The lengths of the shadow are energetically defining. By setting the orbital parameters
in the setting of the problem, it is necessary to find a change in the luminosity of the
BF panels on the characteristic turns, defined by the minimum value of the average
illumination of the panel per tB (so-called energy-determining turns) or coils with a
maximum length of the shadow section. As a rule, the appearance of these turns depends
on the angular position of the Sun relative to the orbit plane [3]. In order to find the
energy-determining turns, it is necessary to construct a diagram of the evolution of the
shadow duration during the year of the orbital flight.

In space energy, the cylindrical model of the Earth’s shadow is most commonly used
to calculate the orbital luminosity of PPE. It interprets the shadow of the Earth as a
cylinder of infinite length opposite to the Sun. The base radius of the cylinder is equal
to the average radius of the Earth, its axis is combined with the line Earth - Sun. This
model is valid under certain assumptions that are justified in this application: the Earth’s
sphericity, the parallelism of the sun’s rays, the absence of shadows and twilight at the
shadow’s edge, The earth and the orbital plane of the PPE during the orbital period.

The length of the shadow can be found from the following ratio [4]:

tT =
√
a3/μ[(Een − Eex)

−e(sin Een − sin Eex),
(6)

where Een and Eex are eccentric anomalies corresponding to the satellite entering and
leaving the shadow.

The eccentric anomalies can be expressed and calculated by knowing the true anoma-
lies of the satellite’s entrance and exit from the shadow, from the following expression
[4]:

tg
E

2
=

√
1 − e

1 + e
tg

ϑ

2
(7)
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The true anomalies of PPE t at the points of intersection of the orbit with the cylin-
drical shadow surface, i.e. at the points of entry and exit from the Earth’s shadow, are
accurate to units of degrees from the following expression [5]:

ϑT = 2arctg

(
A ±

√
A2 + B2 − Q2

B − Q

)
, (8)

where

A = (sin θ · sin ε · sin i − cos i · cos θ · sin�

+ cos i · sin θ · cos ε · cos�) cosω

− sinω(sin θ · cos ε · sin� + cos θ · cos�),

(9)

B = (sin θ · sin ε · sin i − cos i · cos θ · sin�

+cosi · sinθ · cosε · cos�)sinω

+cosω(sin θ · cosε · sin� + cosθ · cos�),

(10)

Q =
√
1 − (R/Rπ )2. (11)

The positive sign in front of the root corresponds to the shadow entry point, the
from-negative shadow exit point.

If you give the true anomalies, and then the eccentric anomalies, as a function of the
day number in a year, you can then express the duration of the shadow as a function of
the day number in a year and draw a graph of the length of the shadow during the year.

The figure (Fig. 8) shows that the duration of the shadow during the year of the
orbital flight changes slightly. This is due to the fact that the angle between the normal
to the plane of orbit and the vector of direction to the Sun does not change due to the fact
that the line of orbital nodes rotates at an angle of 360°per year, and the only possible
reason for the change of the duration of the shadow is the rotation of the orbit in its plane
(i.e. the secular movement of the perigee) (Fig. 2).
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Fig. 2. Seasonal change in shadow length

Circular and quasi-circular orbits are generally used for SSO. This calculation was
made for a quasi-circular orbit, so there is a slight change in the length of the shadow
section during the year.



Energy Characteristics of Solar Arrays of the University Microsatellite 319

Illumination of BF Panels During the Turn. The data on the energy-determining coils
are the starting point for the construction of the PV Cells (PV) luminosity diagram. To
do this, it is necessary to determine the power of the solar radiation, as well as the power
of the energy streams from reflected and own Earth radiation, which fall on a unit of the
surface of the PV Cells. The solution will be produced for four panels installed on the
chassis of the spacecraft according to the CubeSat specification.

The geocentric inertial CS OXYZ, geocentric orbital CS OX1Y1Z1 and associated
CS O2X2Y2Z2 are the following coordinate systems (CS) to describe the orbital motion
of the PES and to determine its spatial orientation.

The position of BF panels is most convenient to specify in the connected coordinate
system, as for small spacecraft they are not orientable, and in this UK coordinates of
normals to panels will be unchanged.

The luminosity of the panel PVcan be defined as the product of the solar constant
by the luminosity ratio:

E = E0 · KOSV (12)

where E0 =1360 Wt/m2 is the solar constant.
For non-orientable PVs, the luminosity coefficient will change during the turn

according to the harmonic law. It can be found as follows:

Kosv = � · cos(α) (13)

Where Г= 1, if the satellite is in the illuminated area of the orbit; Г= 0, if the satellite is
in shadow; α - the angle between the external normal to the surface of the BF panel and
the vector of direction to the Sun. The value of α depends on the adopted arrangement
of the panels and the position of the panels relative to the body of the spacecraft.

The cosine of the angle α, expressed through components n and S in the geocentric
orbital coordinate system, will be equal to:

cos α = nx1Sx1 + ny1Sy1 + nz1Sz1 (14)

where the coordinates of the direction vector to the Sun can be found from the following
ratios: ⎧⎨

⎩
Sx1 = cos θ cos� + sin θ cos ε sin�,

Sy1 = cos θ sin� + sin θ cos ε cos�,

Sz1 = sin θ sin ε.

(15)

As for the coordinates of the normal to the surface of the BF, since the PV cells are
non-orientable, we can specify them in a connected coordinate system ( nx2, ny2, nz2).

The transition from a linked coordinate system to a geocentric orbital CS shall be
effected by a rotation matrix [4]:

M(u) = MiMωMϑ (16)

Mi =
∣∣∣∣∣∣
1 0 0
0 cos i − sin i
0 sin i cos i

∣∣∣∣∣∣ (17)
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Mω =
∣∣∣∣∣∣
cosω − sinω 0
sinω cosω 0
0 0 1

∣∣∣∣∣∣ (18)

Mϑ =
∣∣∣∣∣∣
cosϑ − sin ϑ 0
sin ϑ cosϑ 0
0 0 1

∣∣∣∣∣∣ (19)

⎛
⎝nx1
ny1
nz1

⎞
⎠ = M(u)

⎛
⎝nx2
ny2
nz2

⎞
⎠ (20)

The rotation matrix here is given as a function from the satellite’s latitude argument,
respectively, and the coordinates of the normals to the BF panels in the geocentric orbital
coordinate system will be expressed as a function of the satellite’s latitude argument.

As a result, we get the dependence of PV cell light on the latitude argument of u and
can construct corresponding diagrams (Fig. 3).

Fig. 3. Variation of the power of solar radiation per unit of PV surface during one turn

The energy flux coming to the surface of the spacecraft from the planet is the sum
of two components - its own and reflected solar radiation.

As the mean heat flux through the sphere radius (R + H) is removed in any direction
from Earth, it will decrease as (R/(R + H))2, where R is the average radius of the Earth.

The illumination of the BF panels from the Earth’s own radiation will be a function
of the satellite’s latitude argument, and it is possible to construct a diagram of the energy
flux change from the Earth’s own radiation falling on the BF panel surface unit. The
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Fig. 4. Change of power of energy streams from the Earth’s own radiation falling on a unit of
surface of PV, during one turn

results of the calculation are shown in Fig. 4, provided that the spacecraft is uniaxially
oriented to Earth.

The reflected radiation consists of fluxes reflected from cloud cover (73%), atmo-
sphere (19%) and underlying surface (8%). Thus, the density of the flux falling on the
PV of reflected radiation from the planet depends primarily on the reflectivity, or simply
the albedo (α). The value of α depends on a number of factors: the time of the year, the
geographic latitude of the location above which the spacecraft is located KA (and most
importantly, clouds in the area), the angle of sunlight. In practice, the diffusion law of
radiation propagation from the Earth and the uniform value of the average albedo (αav)
over its surface are usually adopted. These assumptions are based on the simplicity and
satisfactory accuracy of engineering calculations. For Earth αav = 0.34 [6].

The density of reflected solar radiation falling on a unit of the PV cell surface can be
expressed as a function of the satellite’s latitude argument and construct corresponding
diagrams for four panels (Fig. 5).

The total illumination of the PV cells is equal to the sum of the illumination from
solar radiation, the Earth’s own radiation and reflected radiation from the Earth:

Esum(u) = E(u) + Eref(u) + Eown(u) (21)

With the help of this expression it is possible to construct a diagram of change of
total illumination of panels PV during one turn.

The results of these calculations can be used to determine the temperature change of
BF, to construct characteristics of solar cells and to further use the data at various stages
of the design of electric power system (EPS) spacecraft.

Temperature determination of PV values and dependencies of the total luminosity
of panels PV during the turn, allow to determine the temperature of panels PV (Fig. 6).
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Fig. 5. Change in the power of the energy streams from the reflected salt-nebula radiation from
the Earth falling on the unit of the surface of the PV cell

Fig. 6. Change of total luminosity of BF panels, during one turn
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To determine the temperature of BF panels for one turn we use the equation of heat
balance, which has the form [4]:

CmMs
dT

dt
= Q1 + Q2 − Nd (22)

where Cm is the specific heat capacity of the material of BF panel, J/kg; MS - specific
mass of the panel, kg/m2; t - time, s; T is the average equilibrium temperature of the
panel, K; Q1 - heat flow from external heat sources, W/m2; Q2 - heat flow from internal
heat sources, W/m2; Nd - electrical power panel, W/m2

.
Determine the thermal fluxes from external and internal heat sources, as well as the

dependence of specific power on the illumination of the surface of the BF panels and
the obtained values will be substituted into the thermal balance equation.

The heat flow from external sources will vary during the turn, as the BF panels are
undirected, and depends on:

– direct radiation of the Sun;
– the Earth’s own and reflected solar radiation.

Then the heat flow from external heat sources, taking into account all the para-meters,
can be described by an expression for which will look like:

Q1 = αf(Ef + Efref + Efown)

+αr(Er + Erref + Erown)
(23)

where Ef, Er - the illumination of the panels BF, and indices “f” and “r” indicate the front
and rear surface of the panel; and αf, αr- the integral absorption coefficient of the front
and rear surface.

The thermal flux from internal sources, taking into account the thermal radiation of
the battery itself, can be described:

Q2 = −(εf + εr)σT
4 (24)

where σ is Boltzmann’s constant; εf, εr - integral emission coefficients of the front and
back side.

Define Nd. To simplify, you can ignore the dependence of the electric power param-
eters of BF on the temperature. This assumption simplifies the numerical integration
procedure of Eq. (22) without significantly reducing the calculation accuracy, as:

– firstly, the Nd from the temperature is a small part (less than 0.5%) of the determining
flux Q1;

– secondly, the fourth degree in the expression for Q2 significantly reduces the possible
error of determination of T due to the temperature dependence of electrical parameters
of the battery.

Therefore, the equation for Nd takes the following expression:

Nd = (Ef + Efown)ηkfil (25)

where E is the illumination of BF panels; η - efficiency of photovoltaic converters;
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kfil - coefficient of filling of the working surface of the solar battery panel with solar
cells.

Also accept that the reflected radiation is in the spectral range, which coincides with
the sensitivity region of the SC.

The results of the calculation can be presented in the form of a diagram of the
dependence of specific power on the illumination of the surface of the BF panel during
one turn (Fig. 7).

Fig. 7. Change of specific power during one turn

The ratios (23), (24) and (25) are substituted into Eq. (22) and the final form of the
thermal balance equation is obtained:

CmMs
dT

dt
= αf(Ef + Efref)(1 − ηkfil)

+αfEfown + αr(Er + Erref + Erown)

−(εf + εr)σT
4.

(26)

Having the above expressions it is possible to substitute all known functions in
Eq. (26) and to construct a diagram of temperature change of each panel BF during one
turn:
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Fig. 8. Temperature change of BF panels during one turn.

4 Conclusion

The constructed mathematical model describing the light and temperature of the pho-
toelectric battery of a small spacecraft was implemented in a simple and accessible
MathCAD application. In the tasks of designing the power supply systems of university
microsatellites and in the tasks of mastering the simulation of power supply, this imple-
mentation of the model is quite acceptable even with reduced precision. A comparison
of the calculations made with the results of data on the energy and thermal parameters of
ERS spacecraft indicates acceptable tolerances of 5…10%. For university microsatellite
projects, this is acceptable given their short-term active existence.

This model for applications in the university design of mice-rosettes represents an
intermediate between the model of flight dynamics of the spacecraft, implemented in
many different applications [7] and primary generator and spacecraft energy storage
models. A significant difference from the previously implemented models [4, 5, 7] is
the consideration of the small dimension of the spacecraft and power plant, as well as
the limited lifetime of active life. Thus, the mathematical model in the given realization
allows to design power systems of small spacecraft.
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Abstract. The presented manuscript substantiates the need to calculate the cool-
ing system of modern Turbogenerators using the method of mathematical model-
ing in the three-dimensional setting. The general formulation of the problem for
the calculation of the heat exchanger was carried out, the main initial parameters
were determined. The problem of clogging of gas cooling pipes is considered in
detail. The influence of this clogging at different percentages of the pipes obstruc-
tion on the distribution of cooling gas through themwas determined. The operation
principle of the cooling system of the 220 MWTurbogenerator is considered. The
calculation of the gas coolers in the three-dimensional setting was performed,
taking into account the influence of the thermal state of the entire generator struc-
ture. The calculation results comparison of the Turbogenerator coolers with the
data of experimental studies was also carried out. The combination of the analyt-
ical method of calculation with the solution by the mathematical modeling in the
three-dimensional formulation by the CFD method.

Keywords: Turbogenerator · Cooling System · Heat Exchanger · Gas Cooler ·
Three-Dimensional Calculation · Thermal State

1 Introduction

Thermal and Nuclear Power Plants, which are equipped with high-speed Turbogenera-
tors, mainly of medium and large power, currently occupy a significant part of electricity
production all over the world. Modern global worldwide trends in the design of electric
machines require revision and improvement of existing design and calculation methods.
The cooling system of active and constructive parts of the machine also has a great
influence on the design. The three-dimensional mathematical modeling method using
to calculate the cooling system of modern Turbogenerators provides wide opportunities
for improving structures, increasing their reliability and reducing mass.

Stable operation of the generator ventilation system is impossible without strict com-
pliance with the necessary design parameters of the heat exchanger, which ensures cool-
ing of the heated gas to the required temperature, taking into account the real operating
conditions. In this regard, within the framework of the proposed unified methodology
for the design of generators, based on the three-dimensional modeling, the boundary
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conditions were formulated and the calculation of the heat exchanger of the Turbogener-
ator rated 220 MW, which takes into account the real parameters of the gas, was carried
out. That calculation was carried out taking into account the thermal state of the entire
system as a whole.

2 General Formulation of the Problem for the Heat Exchanger

Let’s determine the main initial parameters for setting the problem. Such parameters
are the gas parameters at the heat exchanger inlet (velocity, pressure, temperature);
the geometric parameters of the heat exchanger, taking into account the diameters and
location of the gas cooling pipes, the temperature of the cooler, thematerial of the cooling
pipes [1–4].

In Fig. 1 shows the real picture of the gas cooler pipes obstruction.

Fig. 1. Obstruction of the Gas Cooling Pipes

When solving the problem, it is necessary to take into account the possibility of
heat exchanger operation with partial clogging and obstruction of gas cooling pipes.
Pipes of gas coolers of Turbogenerators during their operation are prone to clogging and
obstruction, which affects the efficiency of the heat exchanger system. When obstruc-
tion is present, the effective diameter of the pipe decreases and the flow parameters
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of the coolant through them change accordingly. Due to the importance of this prob-
lem, regulatory documents for generators introduce restrictions on the presence of pipes
obstruction. Based on this, it is necessary to take into account the pipe clogging in the
calculation. When the effective area of the working section changes, the water pressure
in the pipe changes as if for a sharp jump. At the same time, the values of the full pressure
(P) parameter decrease with a decrease in the cross-sectional area F. The presence of
clogging in the amount of nomore than 11% of the total number (cross-sectional area) of
pipes is allowed in accordance with the technical conditions for Turbogenerators rated
200 MW and 300 MW manufactured by JSC “Ukrainian Energy Machines”.

3 Ventilation System of the 220 MW Turbogenerator

In Turbogenerators with hydrogen-water and air cooling, two pressure elements are
used (Fig. 2) - the axial fan and the centrifugal compressor [5]. The axial fan determines
the movement of the cooling gas through the gas cooler and on to the stator core. The
stator active steel is cooled using the system of radial channels. For the purpose of more
uniform cooling of the stator along its length, eight compartments are organized, in seven
of which the gas is directed by the axial fan, and in the eighth, located on the side of the
drive, the cooling gas is pumped by the compressor.

Fig. 2. Ventilation Diagram of the 220 MW Turbogenerator

The rotor winding is cooled by gas, the required flow rate is provided by the compres-
sor, the characteristics of which are shown in Fig. 3. All the gas enters the gap between
the stator and the rotor and leaves the gap in the gas coolers from the side of the slip
rings.

At the same time, the existing compressor must provide the necessary air flow to
maintain the heat balance on all structural elements [6].
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Fig. 3. Centrifugal Compressor Characteristics which were Obtained at the Different Clearances
in the Labyrinth between the Impeller and the Diffuser

4 Thermal State Determination of the Gas Cooler
in the Three-Dimensional Setting

According to the selected diagram of the Turbogenerator ventilation system, presented
in Fig. 2, the calculation of gas coolers was performed in the three-dimensional setting,
taking into account the influence of the thermal state of the entire structure. Maximum
temperatures are accepted in accordance with the technical conditions for 200 MW and
300 MW Turbogenerators manufactured by JSC “Ukrainian Energy Machines”.

Long-term operation of the Turbogenerator is ensured with the following parameters
of hydrogen and water:

a) hydrogen parameters: excess pressure in the shell – 3.5 · 105 Pa; purity - not less than
97%; temperature at the exit of gas coolers - 50 ºС;

b) parameters of the water entering the gas cooler: consumption – 111.1 l/s; the
temperature at the entrance is 42 ºС;

c) parameters of water entering the first circuit of the heat exchanger: consumption -
about 56 l/s; the temperature at the entrance is 42 ºС.

In Fig. 4 presents the three-dimensional model, initial and boundary conditions used
in the calculation [7–11]. The three-dimensional grid of the gas cooler is shown in Fig. 5.
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Fig. 4. Three-Dimensional Model of the Heat Exchanger

Fig. 5. Three-Dimensional Grid

The following parameters were chosen as conditions for convergence of the solution:
the minimum, average, and maximum values of the temperatures of the solid body
and the fluid medium; minimum, average and maximum speed, as well as the volume
average value of temperature and speed [12–14]. The calculationwas carried out until the
specifiedparameters differed bymore than5% in subsequent iterations (whenperforming
at least three purges of the calculation area).
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In Fig. 6 shows the results of the three-dimensional calculation of the gas cooler
thermal state.

Fig. 6. The Temperature Field in the Heat Exchanger

In Fig. 7 shows the similar temperature field, when the gas cooler pipes are obstructed
by 10%, and in Fig. 8 – when the gas cooler pipes are obstructed by 15%.

Fig. 7. The Temperature Field in the Heat Exchanger when the Pipes are Obstructed by 10%

5 Comparison of the Calculated and the Experimental Data

When comparing the calculation results of Turbogenerator coolers with the data of
experimental studies, in which the refrigerant is cooling, differs in its physical properties
from the one used in the experiments, it is necessary to move on the basis of similarity
criteria to dimensionless parameters [15, 16].
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Fig. 8. The Temperature Field in the Heat Exchanger when the Pipes are Obstructed by 15%

Criterion equations for heat transfer intensity and hydraulic resistance have the
following dependencies:

Nu = f (Re; Pr), (1)

Eu = f (m; Re), (2)

where Nu – is the Nusselt number;
Re – is velocity field;
Pr – is temperature field;
Eu – is Euler’s criterion;
m – is the number of pipes rows along the depth of the bundle.
When obtaining dimensionless criteria during the processing of experimental data

for the physical constants of the cooler, the dependence on the average air temperature is
taken into account. Thedetermininggeometric size, for example, for pipeswith loop-wire
fins, the diameter of the loop wire equal to 0.69 mm is taken.

Under the conditions of similarity of Reynolds and Euler, the velocity of the air flow
in the intersection was determined in the same way as when processing experimental
data, used in the form of graphical dependencies hreduced = f · (Wliquid) and �Р = f ·
(Wliquid).

Under the conditions of Nusselt similarity, the convective heat transfer coefficient
must be introduced, which does not take into account the thermal resistance of the ribs
and reflects only the intensity of the heat transfer process.
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The available graphical dependence Eu = f · (Re) (Fig. 9), which was obtained
earlier at the stand bench of JSC “Ukrainian Energy Machines”, can be represented by
the equation in the criterion form for one transverse row of finned pipes, namely:

Eu = 6400 · Re−2,0 (3)

For “m” rows, the equation has the following form:

Eu = 6400 · m · Re−2,0 (4)

Fig. 9. Dependence of Eu from Re

The control deviceswith theworking range of 0÷ 100ºwith a division value of 0.1 °С
were used to measure the temperature. In Fig. 9 experimental values are designated as
*. The error is no more than 1%, relative to the calculation.

The obtained equations in the criterion form can be used in heat engineering calcu-
lations of heat exchangers only for surfaces having the same geometric characteristics
as the investigated surface, with Re numbers ranging from 150 to 500.

During the conducted analysis, it was determined that the error of the proposed
method is at the level of the errors of the measuring devices.
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6 Discussion

The problem of determining the thermal state of the heat exchanger using as example
the 220 MW Turbogenerator in the three-dimensional setting, taking into account heat
release caused by the entire generator structure influence was solved. The combination
of the analytical method of calculation with the solution by the mathematical modeling
in the three-dimensional formulation by the CFD method using the SolidWorks Flow
Simulation software complex is proposed.
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Abstract. Currently, much effort is being devoted to developing experimental
research methods to determine damage and fracture resistance of brittle materi-
als under local contact load conditions using various indenters and punches. The
paper offers an experimental approach for studying the damageability and residual
impact resistance of structural elements made of laminated bullet-resistant glass
with ballistic damage. The glass is considered as a laminated plate. The approach
takes into account the influence of the location of the punch indentation zones
relative to the epicenters of ballistic impacts, the network of branched surface and
subsurface cracks with glass chips, as well as the influence of the glass edges on
the destructive load. Damage to laminated impact-resistant plates was assessed
during ballistic tests under conditions close to full-scale ones. The practical sig-
nificance of the proposed approach lies in the possibility of its use for assessing the
damageability and service life of the aircraft laminated impact-resistant glazing
with ballistic damage for the period of repair, restoration and modernization of
transparent armor systems.

Keywords: Brittle materials · Laminated plate · Local punching

1 Introduction

Multi-element ballistic protection systems for military equipment, structures and for-
tifications based on armored elements made of metal and ceramic armor, laminated
ball-resistant glass are widely used in military operations [1, 2]. Their advantages are the
ability to flexibly change the level of protection in accordance with the technical require-
ments for individual parts of objects, reducing the likelihood of damage to individual
elements and simplifying the replacement of damaged elements [3, 4]. The effective-
ness of such protection depends on the optimal choice of dimensions of armor elements,
taking into account the patterns of their damage, and resistance to repeated shock loads
[5, 6]. The fundamental difference between elements of transparent armor is the signifi-
cantly larger size of the damage and the presence of zones of remote degradation of the
mechanical state of laminated glass [7, 8].
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Recently, aircraft have been developed that already have protection against small
arms fire, and can also be equipped with additional protection. Therefore, the develop-
ment of new design solutions and the study of physical and mechanical processes during
the operation of protective elements is an urgent problem [9, 10].

The purpose of this study is to develop an approach to assess themechanical condition
of laminated bullet-resistant glass with impact damage.

2 Literature Review

Solving the problems of monitoring strength, impact resistance, the scale and nature of
damage heterogeneity and reducing the rigidity of modern systems of composite and
hybrid ballistic design elements requires the use of developed and improved experimental
and computational approaches that take into account production and operational factors
to ensure compliance [11, 12].

In the structure of protective glazing, consisting of a laminated impact-resistant plate
of silicate float glass and adhesive polymer layers, significant changes in mechanical
characteristics occur after ballistic injuries. In impact zones and at certain distances
from them, localized damage to glass plates occurs with degradation of their mechanical
state, which affects their performance and preservation of their functional properties [13,
14]. That is why research methods that aim to determine the influence of the degree of
damage to glass plates during damages on their non-sewing ability are relevant in order
to justify the possibility of extending the life of an armor element in real circumstances
for a period of time before repairing and restoring transparent armor systems [15, 16].

At the same time, the requirements for the reliability and service life of aircraft glaz-
ing must be met under the influence of other static and shock operational loads [17],
including during operation of the heating system [18] and bird strikes [19, 20]. To solve
these problems, it is necessary to develop methods for research and production moni-
toring of surface defect parameters, characteristics of the mechanical state of products,
and the effectiveness of glass modification modes [21, 22].

In the paper [23], an influence of temperature on the post-cracked response of lami-
nated glass under blast loading was studied. Experiments are carried out at a high strain
rate on samples with a polyvinyl butyral (PVB) interlayer between annealed glass. From
the cracked tests, it was shown that the adhesion between the glass and PVB layer is
increased at lower temperatures.

Experimental tests and numerical simulations of PVB laminated glass under low-
velocity impact are presented in [24]. The rate-dependent Taylor-Chen-Kuszmaul model
is used to describe the tensile damage characteristic of annealed glass.

A non-linear viscoelastic behavior of laminated glass panels based on the layer-wise
plate theory is investigated in [25]. It is shown that polymeric interlayers demonstrate a
time-dependent deformation even at room temperature.

A laminated glass at small explosion load was experimentally studied in [26, 27].
It is shown that the empirical formulas are available, with some reference for the anti-
explosion design of laminated tempered glass. The influence of interlayer material prop-
erties on the impact resistance and the failure mechanism of a laminated glass at the low
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velocity impact was studied in [28, 29]. Variation of the impact velocity and effect of
impact energy levels was analyzed [30].

The paper presents an approach to assessing the mechanical state of ballistic protec-
tion structural elements under conditions of the static local punching (indentation) with
a steel punch normal to the glass plane at various distances from the edges and damage
cells.

3 Research Methodology

Experimental studies were carried out to verify the approach to assessing the mechanical
state of laminated glass with impact damage as a result of ballistic tests under static local
loading with a punch. The proposed method studies the degree of damage to the first
plate in protective glazing structures in the form of laminated impact-resistant plates
made of silicate float glass and adhesive polymer layers.

Studies under local static loadwere carried out on amodernizedZD-4 hydraulic setup
for mechanical testing of brittle materials using the GT-12-M8 universal measuring
system and the corresponding GlassBend software at the G.S. Pisarenko Institute for
Problems of Strength of the National Academy of Sciences of Ukraine. The assessment
of the level of stability of the structure of an armored element with multiple damages, the
heterogeneity of its damage and the degree of glass fragmentation at different distances
from the sources of impacts was carried out when determining the characteristics of the
force load on the punch, its movement deep into the material (indentation) and contact
pressure. Indentation tests were performed using a rigid conical punch with a flat round
top with a diameter of 4 mm and an apex angle of 300 made of hardened steel 45 with
hardness HRC ≥ 62. The punch is shown in Fig. 1.

Fig. 1. General view of the punch fixed in the loading crossbar of the ZD-4 universal testing
machine.
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The object of study is a laminated impact-resistant plate with dimensions 46 mm ×
170 mm × 225 mm. The plate consists of six hardened glasses connected by adhesive
polymer layers (10–8–8–6–6–3; thicknesses of the layers are presented in millimeters).
This plate has been subjected to ballistic tests and has two damages without through
penetration from a shot from a firearm with a 7.62 mm caliber ball.

On the test plate, areas were marked for further testing using the indentation punch
method. These local areas on the surface of the plate are located at different distances
from its edges and damage cells, containing signs of significant destruction in the form
of zones of material breakdown at the epicenters of ballistic impacts and crack networks
that have significantly disrupted the structure of the glass.

The location coordinates of the damage areas on the surface of the laminated glass
armor element sample after impact loading during ballistic tests (sections I and II) and
the areas where the punch was indented (areas 1…16) are given in Table 1. The origin
of coordinates is the lower left corner of the sample.

Table 1. Coordinates of the affected areas after ballistic tests and punch indentation sections on
a laminated protective glass.

Number of area (section) Coordinates, mm

along X-axis along Y-axis

I 100 110

II 55 140

1 25 25

2 50 50

3 120 50

4 145 60

5 85 25

6 50 25

7 145 25

8 120 25

9 145 105

10 145 200

11 65 200

12 105 200

13 135 165

14 105 175

15 25 200

16 140 135
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It was assumed that the minimum distance from the edge or cell of the impact to the
point of indentation by the punch was at least 25 mm. The distance between adjacent
indentations was also chosen at a level of at least 25 mm. The test using the local static
punching method was carried out with forces not exceeding 10,000 N. Before the start
of the experimental studies, the distances from the epicenter of each ballistic impact
to the punch indentation centers were measured. Additionally, the minimum distances
from the indentation areas to the networks of cracks that formed significant surface and
subsurface damage to the plate were measured.

Figure 2 shows the punch indentation diagrams of selected areas on the investigated
plate presented as dependencies of the load on the punch (P, N) from the displacement
(indentation) of the punch (δ, mm).

(a) (b) (c)

Fig. 2. Test results of a laminated impact-resistant plate under static local load with a punch,
presented on indentation diagrams of areas 2 (a), 5 (b) and 7 (c)

Table 2 shows the values of the load, the displacement and the specific pressure under
the punch corresponding to the limit state of the material in which the stiffness of the
plate decreased sharply due to its local destruction with the formation of cracks, chips
and crumbs from small glass particles.

The specific pressure was determined with some assumptions (the pressure on the
side faces of the punch was neglected) as the ratio of the applied load P to the area of
the base of the punch S. Since a cylindrical punch (round cross-section) with a flat base
was used, then the area was calculated as πr2, where r is the radius of the punch.

Figure 3 shows some areas after indentation. It is seen that in the indentation zone a
corresponding type of “crater”was formedwith signs of significant cracking and spalling
of the material. It was also influenced by a branched network of cracks and chips that
appeared after preliminary ballistic damages.

The analysis of the obtained experimental results consisted in finding the depen-
dences of the maximum value of the applied load on the punch on the minimum dis-
tances from the centers of the indentation areas to the damage epicenters, the minimum
distances of the cracks of the damage areas, and the minimum distances from the cen-
ters of the indentation areas to the edge of the plate. It corresponded to the moment of
destruction of the first layer. The summary data is shown in Table 3.

A general pattern was observed that in the indentation areas located most remotely
from the epicenters of ballistic damages, the destruction of the glass plate occurred
at large values of the load applied to the punch, if we consider the entire array of
experimental data obtained. And accordingly, the closer the indentation site is to the
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Table 2. Experimental data obtained under studying of a laminated impact-resistant plate using
the static local punching method.

Number of area Load on the punch, P, N Displacement
(indentation) of the
punch, δ, mm

Specific pressure under
the punch, p, MPa

1 9,562.6 2.168 761

2 4,118.5 2.396 328

3 2,941.8 2.740 234

4 2,333.1 3.216 186

5 3,050.0 1.780 243

6 2,759.2 1.824 220

7 4,970.7 1.968 396

8 4,118.5 2.512 328

9 1,406.7 2.528 112

10 1,413.4 2.304 113

11 3,422.0 5.488 272

12 1,744.8 3.480 139

13 2,116.7 3.912 169

14 2,130.3 3.176 170

15 5,437.2 2.680 433

16 2,238.5 4.068 178

(a) (b) (c)

Fig. 3. The areas 2 (a), 5 (b) and 7 (c) of the laminated impact-resistant plate after testing by static
local punching.
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affected area, the lower the value of the destructive load was recorded in the tests. For
themost distant sites, the loadon the punchP ranged fromabout 3,000N to9,500N (areas
1, 7, 8, 5 and 6), while for the loading sections close to the damage areas, the load on the
punch was recorded in the range of about from 3,400 N to 1,400 N (areas 1, 3, 16, 14 and
9). The exception is area 10. It is located at a considerable distance from damage zones.
However, the destruction occurred at a small load value (P = 1, 413.4 N). It should
also be noted that the displacement value of the punch for the specified test samples was
radically different: for the first section (the remote section) is δ = 1.780 ÷ 2.512 mm,
and for the second section is δ = 2.528 ÷ 5.488 mm.

The value of the destructive load of the glass plate for the most distant indentation
areas is 2 or 3 times higher compared to areas close to the damaged zones. In the diagrams
“the load P vs the displacement δ” we can notice the different nature of the dependence
curve, which is flatter for areas closer to the affected areas. This indicates a difference
in the resistance to penetration of the punch into the material during the experiment
for areas in which the structure of the glass is more or less damaged (as a result of
preliminary ballistic impacts) due to the appearance of numerous branched networks of
cracks, formed chips and its spalling.

Table 3. Experimental results analysis data.

Number of the
area

Load on the
punch, P, N

Minimum distance
from the centers of
the indentation
areas to the
damage epicenters,
mm

Minimum distance
from the centers of
the indentation
areas to the nearest
cracks of the
damage areas, mm

Minimum distance
from the centers of
the indentation
areas to the edge
of the plate, mm

1 9,562.6 110 60 25

2 4,118.5 75 25 50

3 2,941.8 60 18 50

4 2,333.1 70 25 25

5 3,050.0 85 40 25

6 2,759.2 96 50 25

7 4,970.7 97 54 25

8 4,118.5 85 42 25

9 1,406.7 50 10 25

10 1,413.4 107 42 25

11 3,422.0 58 40 25

12 1,744.8 75 40 25

13 2,116.7 70 26 35

(continued)
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Table 3. (continued)

Number of the
area

Load on the
punch, P, N

Minimum distance
from the centers of
the indentation
areas to the
damage epicenters,
mm

Minimum distance
from the centers of
the indentation
areas to the nearest
cracks of the
damage areas, mm

Minimum distance
from the centers of
the indentation
areas to the edge
of the plate, mm

14 2,130.3 60 30 65

15 5,437.2 65 35 25

16 2238.5 52 15 30

Similar patterns can be traced when analyzing the dependence “the load P vs the
minimum distance from the centers of indentation areas to the nearest cracks in the
affected areas. For indentation areas located closer to surface and subsurface cracks
(areas 9, 16, 3, 4 and 13) compared tomore distant areas (areas 1, 7, 6, 8 and 11), the level
of destructive load is also less than 2 or 3 times. The presence of cracks and disruption
of the continuity of the material sharply reduces its resistance to punch deepening under
local contact load. The study of the influence of the plate edge was considered when
constructing the corresponding dependence. It should be noted that the proximity of
the edge to the indentation area of the punch does not have a significant effect on the
destructive load.

4 Conclusion

An experimental approach for studying the damageability and residual impact resistance
of a laminated bullet-resistant glass with ballistic damage was developed. Experimental
investigations were carried out to assess the mechanical state of structural elements of
ballistic protection made of laminated impact-resistant glass under static local punch-
ing to determine the influence of the damage degree on load-bearing capacity and the
preservation of functional properties.

The influence of the location of the areas of indentation by the punch relative to the
epicenters of ballistic damage, the resulting networks of branched surface and subsurface
cracks and other changes in the integrity of the glass structure, the proximity of the plate
edges on the destructive load was studied. Certain relevant general patterns are shown
that indicate differences in resistance to punch penetration into the material.

The results of the experimental studies can be used to justify the possibility of
extending the life of armored elements with ballistic damage in real circumstances for a
period of time before carrying out repairs and restoration of transparent armor systems
for an aircraft glazing [31, 32].

The direction of further research is optimization of the design of protective glazing
to reduce the weight of multi-element transparent armor systems [33], as well as various
elements of aircraft structures [34, 35].
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Abstract. The analysis of existing methods for controlling the quality of nuclear
reactor fuel element shell was carried out and it was found that the methods use
to detect surface and internal defects is characterized by limited efficiency and
requires additional assessment. To evaluate the quality of the surface of the shell
material in case of damage anddestruction, it is proposed to use a computing device
based on the method of fractal theory. It is proposed to use the fractal properties of
the structure and the quantitative fractal values. These values make it possible to
estimate the degree of the shell material volume change during depressurization
of the fuel element. The mathematical model has been developed to describe the
process of destruction of the fuel element shell material under the simultaneous
impact of high temperature and internal pressure. The criterion for assessing the
quality of the fuel element shell integrity has been developed, which сonsiders
changes in fuel element shell geometric parameters during damage and destruction
of the structure. The obtained practical recommendations can be used to implement
the proposed method of quality control of fuel elements shell integrity in modern
control system of a nuclear power plant power unit. This method application will
make it possible to detect potential depressurization of fuel elements at an earlier
stage, which, in comparison with standard methods, can increase the efficiency of
the quality control system for the tightness of the shells.

Keywords: quality assessment method · fuel element · control system · structure
damage

1 Introduction

The integrity of fuel element shell as main element of nuclear power plant reactor core
is one of the most important safety factors.

The analysis of existing controlmethods showed that they cannotmonitor the dynam-
ics of the process of damage and destruction of fuel element shell, and cannot determine
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the criteria for shell depressurization. For this reason, it was proposed to develop a qual-
ity criterion for the parameters of the structure of fuel element shell based on the use of
fractal geometry. This criterionmakes it possible to determine the quality of fuel element
tightness in real time [1].

The concepts of “risk”, “quality” and “safety” are complex, since the quality of fuel
element shell is closely related to production and operation. Therefore, nowadays there
are regulations and requirements for product quality. Comprehensive fulfillment of such
requirements improves the quality of production and operation of fuel elements [2–4].

Thus, to improve the safety, quality, reliability, and economic operation of fuel assem-
blies of nuclear reactors, an urgent problem is the need to control the process of fuel shell
damage accumulation and determine the criterion for fuel assembly depressurization in
an automated mode, i.e., quickly, in real time [5–7].

Therefore, the use of automated methods for monitoring the integrity or damage to
the fuel element shell to assess the quality of tightness or criterion of depressurization
of the fuel element shell is an urgent task and the main factor in the safe and reliable
operation of fuel elements [8, 9].

The article aims to enhance the reliability and safety of nuclear reactors in power
plants by introducing a quality criterion for fuel element parameters. The proposal sug-
gests criteria for evaluating these parameters utilizing fractal geometry, providing a
means to consider changes in geometric factors (external and internal dimensions, shell
diameter, and thickness) within the internal structure of the fuel element shell.

2 Materials and Methods

Destructive and non-destructive testing methods are used to inspect the fuel rod shells.
Destructive methods in the process of control destroy the fuel element shell and are

used only in production. Therefore, the paper considers non-destructive methods that
control the external and internal structure of the fuel element shell during their operation.

Since the causes of fuel element depressurization include: hydrogenation of the fuel
shell due to the presence of moisture in the fuel; corrosion of the fuel shell; interaction
of the shell with foreign objects in the reactor coolant; interaction of the shell with fuel
pellets in the reactor coolant; interaction of the shell with fuel pellets - it is necessary to
take these factors into account. These factors should be taken into account in themethods
of fuel element shell leakage control, which include:

1. Capillary methods are based on the capillary penetration of indicator liquid droplets
into the cavities of surface defects. In the process of control by these methods, a
permeable liquid is applied to the cleaned surface of the part a permeable liquid is
applied to the cleaned surface of the part, which fills the cavities of surface defects.
Then the liquid is removed, and the remaining part of the defect cavities is detected
with a developer, which forms an indicator pattern. Capillary flaw detection cannot
be used for in-service monitoring of fuel elements. The process of detecting surface
defects by the capillary method is shown schematically in dynamics in (Fig. 1).
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Fig. 1. Diagram of the control sequence by the capillary method

2. The radiographic method of inspection is based on the ability of X-rays to penetrate
through the metal and affect the photosensitive X-ray film located on the reverse side
of the weld, allowing to control material defects (e.g., micropores, macrocracks).

When the fuel element shell is penetrated, β-rays and X-rays are absorbed
differently by different substances.

The intensity of X-rays as they pass through a substance change according to the
expression 1.

I = I0ε
x (1)

where I – is the radiation intensity after passing through the absorber layer; I0 – is
the initial radiation intensity, imp./s; ε – is the nonlinear absorption coefficient by the
substance; x – is the thickness of the of the absorber layer.

It follows from expression (1) that the radiation intensity depends on the thickness
of the shell layer of the fuel element, which changes during the operation of the fuel
element.

3. Radio wave methods consist in recording changes in the parameters of electromag-
netic waves of the radio range in the case of interaction with the material of the fuel
element shell surface.

Usually, waves of the ultra-high frequency (UHF) range with a length of
1…100 mm are used to control fuel elements. Since the radio wave method con-
sists in registering changes in the parameters of electromagnetic waves of the radio
range, it is necessary to take into account the appearance of micropores and macroc-
racks in the surface structure of the fuel element shell in case of their interaction with
the material of the fuel element shell.

4. The mass spectrometric method is based on the use of helium as an indicator gas,
which is introduced under the fuel shell.

introduced under the fuel element shell, so it can be used to detect the process of
shell depressurization by the percentage of gas in the coolant. Principle of leakage
control A fuel element using the gas-filled chamber method is shown in (Fig. 2).

We can see that the leak detector can determine the relative amount of helium
coming out of the fuel element, thus allowing us to detect small holes, cracks in
the fuel element shells and welds. As a disadvantage, it should be noted that in the
presence of significant through defects in fuel element shell, this control method may
not give correct readings, because during vacuuming, all helium can escape from
under the fuel element shell.
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Fig. 2. Structural and functional diagram of the method of gas-filled chamber

5. Method of acoustic-emission control of the shell TVEL. Acoustic emission is a phe-
nomenon of propagation of of elastic vibrations (acoustic waves) generated by by a
sudden deformation of a stressed material.

The vibrations propagate from the radiation source to the sensor(s), where they
are converted into electrical signals. AE devices record these signals and display the
data on the screen in the form of oscillograms, locations, digital indications, based on
which the operator can assess the state and behavior of the structure of the material
under tension, detect and locate defects.

Acoustic emission control: detects developing defects, what is themost dangerous
defects. This method is remote, it does not require scanning the surface of the object
to find local defects, but only the correct placement of sensors on the surface of the
object to locate the source of acoustic emission.

6. Eddy current flaw detection method. The fuel element is removed from the fuel
assembly (FA) using a using a special tool, is installed in a case and passes through
an eddy current converter. At the same time, the fuel element shell is inspected.

The analysis of the control results is carried out by comparing the response param-
eters from artificial defects of the control sample and anomalies detected during eddy
current scanning of the fuel element under test. For the initial assessment of the fuel
element condition, a scan of the main program window with with the results of the
VS scan, shown in (Fig. 3a), which allows us to quickly identify areas of the shell
with defects. The characteristics of the detected anomaly are evaluated by the strength
(scans of Fig. 3b) and bending characteristics obtained for differentmoments of gating
of the output signal of the eddy current converter (Fig. 3c). These bending charac-
teristics are used also for constructing defect histograms and presenting inspection
results in the traditional form (Fig. 3d).

The parameters of the hodograph (shape, amplitude, angle of inclination) are used
to assess the condition of the shell in the abnormal area. The phase and amplitude
of the pulse signal hodographs for different shell defects qualitatively correlate with
each other similarly to the hodographs of a harmonic signal.
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Fig. 3. The main window of the program with the results of the fragment’s VS control of the
simulator with: 1 - external; 2 - through; 3 - internal defects; a - D-scan; b - A-scans in the vicinity
of the through defect; c - VSP bypass signals; d - hodographs

3 Results

The paper proposes that the main physical process of damage accumulation is the creep
of the fuel element shell material under the influence of destructive factors for real
operating modes of a WWER nuclear reactor.

Therefore, the development of a method for controlling the depressurization (dam-
age) of the fuel element shell consists in determining the parameter of damage to the
shell material, which is determined by formula (2):

ω(r) = A(r)

A0
= 1 (2)

where A0 is the specific scattering characterizing the change in the fuel element shell
material;

A(r) is the specific scattering that characterizes the damage intensity over time τ; it
depends on the pressure P and temperature T inside the fuel element shell, as well as the
fractal increase in the geometric parameters �H and is determined by the formula (3):

A(r) = F(P,T ,�H ), (3)

It should be noted that local inhomogeneities, micropores, and cracks are formed
in the fuel element shell material under the influence of inert gas pressure as a result
of a nuclear reaction (temperature rise above 360 °C, exposure to radioactive radiation,
etc.). Therefore, the structure of the fuel element shell material is subject to stretching,
swelling, and creep, i.e., it assumes an anisotropic, and, therefore, has specific fractal
cluster properties.
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In addition, on the basis of formulas (2) and (3), a criterion for assessing the tightness
or depressurization of the fuel element shell was proposed.

A fuel shell is considered to be sealed if the condition (4):

ω(r) ≤ 1, (4)

A fuel element is considered to be leaky if the condition according to expression (5):

ω(r) > 1 (5)

Thus, the method of controlling the tightness of the fuel element shell was improved
by developing a mathematical model that takes into account the fractal properties of the
material structure when it is damaged and the conditions for the criterion for assessing
the state of the fuel element were determined.

4 Discussion

Ensuring the tightness of fuel element shells is crucial for their safety during opera-
tion, storage, and transportation. However, depressurization issues can occur in WWER
nuclear reactors. Identifying and unloading assemblies with leaks requires reactor shut-
down, causing economic losses. Predicting radioactive contamination and fuel assembly
behavior post-depressurization necessitates model development, control methods, and
criteria for permissible leaks. Determining causes and implementingmeasures are essen-
tial to reduce depressurization events. Post-reactor research provides comprehensive and
reliable information for addressing these challenges.

During WWER nuclear reactor operation, fuel shell corrosion, exposure to fission
products, fuel impurities, mechanical impact, and radiation damage can lead to depres-
surization. Identifying causes, such as technological defects, moisture, burnup/power
exceedance, and design imperfections, allows for preventive measures. Established
global causes include defects in shell, welds, fuel pellets, and assemblies, as well as
issues like contamination, clogging, and damage during maintenance. Causes are cate-
gorized as constructive, technological, and operational, involving collaboration among
designers,manufacturers, suppliers, and consumers to address depressurization concerns
[10–12].

Mechanisms of fuel element depressurization include shell flattening, primary hydro-
genation, corrosion (uniform, localized, under deposits), fretting corrosion of casing,
shell damage, and fuel interactionwith the shell.Occasionally, undetected defects formed
during manufacturing contribute. Analysis reveals that in 60% of WWER-1000 nuclear
reactor cases, depressurization is due to foreign objects entering the fuel element bundle
(operational cause). Two cases involve fretting corrosion between fuel shells, and two
(20%) result from technological reasons—internal hydrogenation of the shell [13–15].

Defects in WWER-1000 fuel assembly shells are randomly distributed along the
cross-section and are primarily recorded in the area of the beam support lattice or under
the lower spacer grids. In fuel assemblies with internal hydrogenation, defects span
almost the entire height of the fuel core, making it challenging to separate primary from
secondary defects. Post-reactor research revealed that the cause of depressurization in
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all studiedWWER-1000 fuel assemblies was damage to their shells by foreign objects in
the coolant flow. The lower end cap of the fuel element experienced the most significant
hydrogenation during the formation of secondary defects [16].

Metallographic research [17] revealed that the material structure of the fuel element
shell in both leaky and sealed fuel shells is fragmented in cross-section, primarily by
radial cracks into several parts. Most of these cracks traverse the entire central zone of
the shell material structure. Cross-sections of through defects in leaky fuel shells show
more fragmentation compared to the rest of the core. Erosion of pellets, characterized
by an enlarged central hole and the absence of a segment, was detected near through
defects in leaky fuel shells. Some sections of leaky fuel shells exhibited a reduction in the
diameter of the central hole of the pellet. In the peripheral zone of the central structure,
the grain size and porosity of leaky fuel shells were almost the same as in sealed fuel
shells.

Grain size changes and increased porosity suggest a significant temperature rise
(exceeding 1200 °C) in the central zone of the shell material structure in leaky fuel
assemblies. This temperature surge results from steam filling the gap between pellets
and the shell and reduced thermal conductivity due to an elevatedoxygen coefficient ratio.
The temperature increase leads to the release of gaseous and volatile fission products
beyond the grain boundaries. In certain leaky fuel assemblies, swelling and thermal
expansion of the fuel shell occurred due to the mechanical impact of the fuel core
on the shell after the gap between them closed [18]. The primary operational factor
influencing the temperature of the fuel element shell is the linear power of the fuel shell.
Quantitative assessments of inert gases escaping from a leaky fuel element were derived
from metallography and gamma-ray spectrometry measurements.

Established processes occurring in the material of WWER fuel shells during oper-
ation include radiation hardening and plasticity reduction, radiation and thermal creep,
radiation growth, thermomechanical interaction between fuel and shell, and fuel shell
deflection associated with thermomechanical interaction in the shell [19–21]. Changes
in the fuel element’s diameter and length during operation result from dimensional alter-
ations in the shell. Initially, under excessive coolant pressure, the diameter decreases. As
burnup increases, this decrease slows to zero, and the shell diameter starts to increase.
Simultaneously, with the decrease in shell diameter, the diameter of the fuel pellets
increases, indicating fuel swelling and leading to a change in the structure of the fuel
element shell material. Considering the analysis of these processes and their conse-
quences, it is proposed to understand the formation of primary and secondary defects in
the fuel element shell based on the fractal cluster theory. The process of defect formation
in the structure of the fuel element shell material is illustrated in (Fig. 4).

Under the influence of fracture factors on the outer and inner surfaces of the fuel
element shell material, primary defects emerge in the form of micropores up to 5 μm
in size, considered separate clusters according to the cluster theory. An increase in the
number of these micropores results in the formation of macropores up to 500 μm and
the creation of cluster aggregations. Subsequently, with elevated temperature, pressure,
and increased inert hazardous gas concentration, macropores (cluster aggregations) coa-
lesce, leading to the development of through macrocracks (cluster-cluster structures)
and, consequently, the occurrence of a secondary defect in the fuel element shell. The
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cluster-cluster structure arising from the secondary defect is a porous heterogeneous
structure exhibiting specific fractal properties (Fig. 4).

Fig. 4. The process of formation of primary and secondary defects in case of damage to the
structure of the fuel element shell material

Hence, it is recommended to investigate the mechanism of damage to the outer and
inner surfaces of thematerial structure during the formation of defects in the fuel element
shell to establish depressurization, utilizing the computational framework of the fractal
cluster theory. Existing studies lack a method for calculating damage to the fuel shell
material leading to its depressurization during fuel element operation [22].

Despite the current understanding of the fuel element shell depressurization process
in normal operating conditions of a WWER nuclear reactor, the mechanism remains
unknown in approximately 20% of cases [23].

Consequently, operating WWER nuclear reactors lack the technical means, proce-
dures, and algorithms to pinpoint the location of the damaged fuel element in the nuclear
reactor core or to localize the defect in the fuel element shell where depressurization
occurred [24].

5 Conclusions

Amathematical model has been devised, indicating that the fuel element shell material’s
damage parameter is notably influenced by the fractal properties of thematerial structure.



Improving the Method of Quality Control 359

It was found that the depressurization of the fuel element shell depends on the degree
of fractal dimension of geometric quantities, such as volume, area, length, inner and outer
diameter of the shell.

The ultimate outcome of this study is the identification of defects in the fuel element
shellmaterial and the transmission of this information to the automated operator’s station,
detailing the detected defects and their locations on the fuel element.

This research may be of interest to scientists, engineers, and nuclear power profes-
sionals involved in the safety of nuclear power plants, especially in the management
and monitoring of the technical condition of nuclear reactors and components, such as
fuel elements. The data can also be useful for research teams investigating materials and
structures used in nuclear power plants to improve their reliability and safety.
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Abstract. Use of the composite materials for manufacturing of thin-walled ele-
ments of launch vehicle gives several advantages in comparison with traditional
materials. The main advantages are high strength of the structure with small mass.
Solid propellant motor casing manufactured from carbon-filled plastic is consid-
ered. This material is orthotropic. The purpose of this study is development of
numerical methods for dynamic deformation of solid propellant motor casing,
which is considered as thin-walled structure. The internal impulse excitation acts
on the casing of launch vehicle. The compound spherical-cylindrical-spherical
shell describes the considered casing under the action of impact pressure. The
shear theory is used in simulation. The software for this problem calculation
is developed. The verification of the software is carried out by comparison of
the obtained results with finite element calculations in the commercial software
ANSYS. Dynamic stress state of the motor casing is carried out. The behavior of
displacements projections and stress tensor in time are the results of this analysis.
Time of growth of impact pressure is equal to 5 ms, Note, that the maximal values
of displacements and elements of strain tensor are observed at 10 ms. Thus, the
displacements and stresses continue to increase, when the impact pressure stops
to increase.

Keywords: Stress State · Orthotropic Material · Equations of Thin-Walled
Structure · Compound Shell

1 Introduction

Rockets casings including solid propellant motors casings are manufactured frequently
from composite materials. The application of composite materials for launch vehicle
thin-walled structures gives several advantages in comparison with traditional mate-
rials. The main advantage is increase of the structure strength and decrease of mass.
Different criterions are used to calculate the parameters of solid propellant motor cas-
ing. For example, the stresses of the thin- walled casings satisfy the strengths criterion.
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The purpose of this study is analysis of transient behavior of solid propellant motor
composite casing under the action of a pulse pressure, which describes the operation of
the engine. The motor casing consists of two truncated hemisphere and the cylindrical
shell. Two edges of the bottoms are clamped. Shear, rotary inertia and Hooke’s law for
the orthotropic material are taken into account. The semi analytical technique is devel-
oped to analyze the thin-walled structure stress state. The dynamic of the structure is
described by system of linear ordinary differential equations.

2 Literature Review

Important tasks for the designer of solid propellant rocketmotors are the determination of
the limiting conditions,when themotorsmay be operatedwithout failure [1].Operational
forces of motor casing result in stress and strain values, which is higher than material
capability. This leads to failure of the motor [2]. An elastic cylinder is used to model a
solid-propellant rocket motor. Dynamic finite element model is suggested byWu, Li and
Lu [3] to analyze the rocket motor dynamic response. As follows from this paper, the
structure dynamic behavior is important to study the structure integrity. Several motor
configurations under the action of different loads are studied numerically to preserve the
structural integrity [4]. Qu and Zhan [5] suggest the finite element model to compute the
Mises stresses amplitudes. Composite casing of solid propellant hasmaterial mechanical
properties, which depends on strain rate [6]. Su with co-authors [7] measure response of
composite propellant coupled with gas flow. Fracture of shell structures under the action
of impulse loads are discussed in [8, 9].

Many efforts were carried out to study the composite thin-walled structure dynamics.
Shear deformation is accounted to describe the composite shell vibrations in [10]. Reddy
shear theory is suggested to analyze multilayers thin-walled structures [11].

3 Research Methodology

3.1 The Problem Formulation and the Main Equations

The compound structure has three parts: right truncated hemispherical shell, cylindrical
shell and left truncated spherical shell. This compound structure is shown on Fig. 1.
The hemispherical shells have the radius R. The bottom heights are H1 and H2 (Fig. 1).
The compound structure is clamped at two ends. The middle cylindrical shell length
and radius are denoted L and R. The most part of the compound structure has constant
thickness h. Thickness is changed from h to 2 h in the region, where two structures are
jointed.
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Fig. 1 Thin-walled structure of solid propellant motor

The internal pulse pressure acts on the shell (Fig. 1), which describes the motor
operation. The pressure Pz(t) behavior in time is divided on three parts. The linear
pressure growth in time occur on the first interval t < t∗. On the second interval t∗ �
t < t∗∗, the pressure has constant value Pmax. The pressure is decreased on the third
interval t � t∗.

As the radial displacements have small values in comparison with shell thickness,
the strains-displacements relations are linear. The material of the structure (Fig. 1) is
elastic, therefore the Hooke’s law is satisfied. The shear is accounted in the structure
model.

The middle surface displacements are the unknowns of the considered problem. The
points of the cylindrical part middle surface are defined by longitudinal and circumfer-
ence coordinates (x,φ). Perpendicular to the middle surface is denoted by z axis. The
projections of the middle surface displacements of the cylindrical shell are the follow-
ing: ũx(x, φ, t), ũφ(x, φ, t), ũz(x, φ, t). The coordinate curves take the following values:
0 � x � L, 0 � φ < 2π , −h(x)/2 � z � h(x)/2.

The structure bottoms are analyzed in the spherical coordinates (θ, φ). The bottoms
middle surfaces displacements projections are ũθ (θ, φ, t), ũφ(θ, φ, t), ũz(θ, φ, t).

As the compound structure has orthotropic material, the cylindrical shell mechan-
ical properties are the following: the shear moduli Gxφ , Gxz,Gφ z;the Young’s moduli
Exx,Eφφ ; the Poisson ratios μxφ, μφx. The orthotropic bottoms are described by the
following mechanical properties: Eθθ ,Eφφ ; Gθφ ,Gθz,Gφz; μθφ, μφθ .
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The arbitrary point (x, φ, z) of cylindrical shell
has displacements ux(x, φ, z, t), uφ(x, φ, z, t), uz(x, φ, z, t) and the rotation angles of
the normal to the middle surface β̃x(x, φ, t), β̃φ(x, φ, t) [12]:

ux(x, φ, z, t) = ũx(x, φ, t) + z β̃x(x, φ, t),

uφ(x, φ, z, t) = ũφ(x, φ, t) + z β̃φ(x, φ, t),

uz(x, φ, z, t) = ũz(x, φ, t).

(1)

The strain tensor elements have the following form:

εxx = ε̃xx + zk̃xx, εφ φ = ε̃φ φ + zk̃φ φ, εxφ = ε̃xφ + zk̃xφ, (2)

εxz = ∂ ũz
∂x

+ β̃x, εφ z = 1

R

∂ ũz
∂φ

− ũφ

R
+ β̃φ (3)

where k̃xx, k̃φφ, k̃xφ are curvature and torsion of the middle surface; ε̃xx, ε̃φφ, ε̃xφ are
strains; εxx, εφφ, εxφ are arbitrary point strains. The strains and curvature components
have the form:

ε̃xx = ∂ ũx
∂x

, ε̃φφ = 1

R

∂ ũφ

∂φ
+ ũz

R
, ε̃xφ = ∂ ũφ

∂x
+ 1

R

∂ ũx
∂φ

, (4)

k̃xx = ∂β̃x

∂x
, k̃φφ = 1

R

∂β̃φ

∂φ
, k̃xφ = ∂β̃φ

∂x
+ 1

R

∂β̃x

∂φ
. (5)

The partial differential equations (PDEs) system of the structure motions are derived
as:

Exx

1 − μxφμφ x

[
∂2ũx
∂x2

+ μxφ

R

(
∂2ũφ

∂x∂φ
+ ∂ ũz

∂x

)]
+ Gxφ

R

[
∂2ũφ

∂x∂φ
+ 1

R

∂2ũx
∂φ2

]
= ρ

∂2ũx
∂t2

Gxφ

[
∂2ũφ

∂x2
+ 1

R

∂2ũx
∂x∂φ

]
+ 1

R2

Eφφ

1 − μxφμφx

[
∂2ũφ

∂φ2 + ∂ ũz
∂φ

+ μφx
∂2ũx
∂x∂φ

]
+

κ Gφz

R2

[
∂ ũz
∂φ

− ũφ + Rβ̃φ

]
= ρ

∂2ũφ

∂t2
;

κGxz

[
∂2ũz
∂x2

+ ∂β̃x

∂x

]
+ κ Gφz

R2

[
∂2ũz
∂φ2 − ∂ ũφ

∂φ
+ R

∂β̃φ

∂φ

]
−

Eφφ(
1 − μxφμφ x

)
R2

[
∂ ũφ

∂φ
+ ũz + Rμφ x

∂ ũx
∂x

]
+ Pz = ρ

∂2ũz
∂t2

;

Gxφ

[
∂2β̃φ

∂x2
+ 1

R

∂2β̃x

∂x∂φ

]
+ Eφφ

R2
(
1 − μxφμφx

)
[
∂2β̃φ

∂φ2 + Rμφ x
∂2β̃x

∂x∂φ

]
−

−12κ Gφ z

Rh2

[
∂ ũz
∂φ

− ũφ + Rβ̃φ

]
= ρ

∂2β̃φ

∂t2
.

(6)
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The truncated hemispherical shells are analyzed. The inequalities θ1 ≤ θ ≤ π/2,
−2π < φ � 0, −h(θ)/2 � z � h(θ)/2; and θ2 � θ � π/2, 0 � φ < 2π ,
−h(θ)/2 � z � h(θ)/2 are true for the left and right hemispherical shells, respectively.
The projections of the bottoms displacements uθ (θ, φ, z, t), uφ(θ, φ, z, t), uz(θ, φ, z, t),
the rotation angles of the normal to themiddle surface β̃θ (θ, φ, t), β̃φ(θ, φ, t) andmiddle
surface displacements ũθ (θ, φ, t), ũφ(θ, φ, t), ũz(θ, φ, t) satisfies the equations [12]:

uθ (θ, φ, z, t) = ũθ (θ, φ, t) + zβ̃θ (θ, φ, t) ;
uφ(θ, φ, z, t) = ũφ(θ, φ, t) + zβ̃φ(θ, φ, t) ;
uz(θ, φ, z, t) = ũz(θ, φ, t).

(7)

The displacements and the strains of the truncated hemispherical shells are the following:

ε̃θθ = 1
R

∂ ũθ

∂θ
+ ũz

R + z
R

∂β̃θ

∂θ
;

ε̃φφ = 1
R sin θ

∂ ũφ

∂φ
+ ũθ

R tan θ
+ ũz

R + z
(

1
R sin θ

∂β̃φ

∂φ
+ β̃θ

R tan θ

)
;

ε̃θφ = 1
R

∂ ũφ

∂θ
− ũφ

R tan θ
+ 1

R sin θ
∂ ũθ

∂φ
+ z

(
1
R

∂β̃φ

∂θ
− β̃φ

R tan θ
+ 1

R sin θ
∂β̃θ

∂φ

)
;

ε̃θz = 1
R

∂ ũz
∂θ

− ũθ

R + β̃θ ,

ε̃φ z = 1
R·sin θ

∂ ũz
∂φ

− ũφ

R + β̃φ.

(8)
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The PDEs of the hemispherical shells motions are the following:

(9)
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The motor composite casing dynamics are described by the linear PDEs (6, 9) and
the boundary conditions on two edges.

4 Approach for PDEs Solutions

The PDEs (9, 15) are reduced to the system of the linear ordinary differential equations
(ODEs). As the casing is closed, the displacements and the rotation angles are described
by the Fourier series [13].

The cylindrical part of the structure is treated. All the partial derivatives with respect
to the longitudinal coordinate x are replaced by finite-difference approximations. The
Fourier series of the displacements and the rotation angles of the spherical bottoms are
substituted into the PDE of motions. As a result, the system of ODEs is derived in the
matrix form to describe cylindrical part of the structure [14–16]:

d2Ux,n

dt2
+ C1Ux,n = Px,n, (10)

where Ux,n is vector of Fourier series coefficients of displacements and rotation

angles; C1 is constant matrix; Px,n =
{
P(0)
x,n, . . . ,P

(J)
x,n

}
are Fourier series coefficients

of the impact loads.
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The system of PDEs is transformed to the system of ODEs to describe the bottom
motions. The coefficients of the Fourier series of the displacements Ũx,n are satisfied
the system of PDEs:

∂2Ũs,n

∂t2
+ A1

∂2Ũs,n

∂θ2
+ A2

∂Ũs,n

∂θ
+ A3Ũs,n = 1

ρh
Pn(θ, t) (11)

where Ũs,n =
{
Ũθ,n(θ, t), Ũφ,n(θ, t), Ũz,n(θ, t), B̃θ,n(θ, t), B̃φ,n(θ, t)

}
;A1,A2,A3

are constant matrixes. Using the finite differences formulas, the system (11) is
transformed into the system of ODEs in matrix form:

d2Us,n

dt2
+ C2Us,n = Ps,n, (12)

whereC2 is square matrix;Ps,n =
{
P̃(0)
s,n, . . . , P̃

(m)
s,n

}
is Fourier coefficients of impact

loads.
The curve of cylindrical shell and hemispherical shell junction is described by the

solutionsmatching. The Fourier series coefficients for the left bottom last sampling point
are equal to the solution of the first sampling point of the cylindrical shell:

Û(M1)
s,n = U(0)

x,n,

where M1 is the number of the sampling points of the left bottom in longitudinal
direction. The matching conditions for displacements and the rotation angles of the
normal to the middle surface have the matrix form:

A4

{
1

hs

(
Û(M1)
s,n − Û(M1−1)

s,n

)
+ Û(M1)

s,n

}
= A5

{
1

l

(
U(1)
x,n − U(0)

x,n

)
+ U(0)

x,n

}
, (13)

where A4,A5 are constant matrixes. The coefficients of the right bottom Fourier
series in the last sampling point are equal to the coefficients of the cylindrical shell
Fourier series in the last sampling points:

U
(M2)

s,n = U(J)
x,n,

whereM2 is the number of the sampling points in longitudinal direction for right bottom
coefficients of Fourier series. Thematching conditions for displacements and the rotation
angles of the normal to the middle surface are presented by the following equation in
matrix form:

A6

{
1

hs

(
U

(M2)

s,n − U
(M2−1)
s,n

)
+ U

(M2)

s,n

}
= A7

{
1

l

(
U(J)
x,n − U(J−1)

x,n

)
+ U(J)

x,n

}
(14)

where A6,A7 are constant matrixes.
The Newmark method [13] is used to solve numerically the systems of ODEs (10,

12).
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5 Results of Numerical Analysis

The goal of the numerical study is calculation of the allowable impact pressure, which
does not result in loss of motor operation. The geometrical parameters of the structure
are the following: L = 2.95 m, h = 0.06 m, R = 0.4 m, H1 = 0.3 m, H2 = 0.25 m. The
impact pressure parameters take the following values: t∗ = 5 ms; t∗∗ = 30 ms; Pmax
= 12 MPa. The composite material properties take the values: Gxφ = Gθφ = Gxz =
Gφz = Gφθ = 3.9 MPa; Exx = Eθθ = 130 MPa; Eφφ = 125 MPa; μxφ = μφx = μθφ =
μφθ = 0.32; ρ = 1400 kg/m3.

The stress state of the thin-walled structure is calculated using the approach from the
Sect. 3. Two types of spatial discretization are performed for structure dynamics calcu-
lations with certain values of step and calculations with a step, which are reduced twice.
The convergence of the solutions is observed, if two solutions are close. Moreover, the
obtained numerical results are compared with the data of the finite element calculations.

The displacementsU of the points, which belong to the generating line of the middle
surface, are presented on Fig. 2. The points of the generating line are defined by arc
length coordinate s (Figs. 1, 2). Maximal displacements occur at the middle part of the
cylindrical shell and smaller values of displacements are observed at bottoms. The casing
reaches maximal displacements at time 10 ms. Note, that maximal displacements are
5 mm.

Fig. 2 The displacements of the points, which belong to one generating line of the middle surface

The displacements of the cylindrical part of the structure are presented on Fig. 3.
The arc length coordinate s is shown on this figure. The displacements are presented on
the range t ∈ [0; 0.1] s.
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Fig. 3 The displacements of the cylindrical shell generating line

In order to verify the obtained results, the commercial finite element softwareANSYS
is applied. The results obtained by ANSYS are close to the data, which are obtained by
our own software.

The dynamic behavior of the stress σxx on time is analyzed numerically. Three
parameters of impact pressure Pmax = 12 MPa; Pmax = 13 MPa; Pmax = 14 MPa
are used for such calculations. The dependence of σxx on time is shown on Fig. 4. The
maximal stress occurs at 10 ms. The thin-walled structure is operable at Pmax = 12MPa;
Pmax = 13 MPa.

Fig. 4 The behavior of the stresses σxx in time
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6 Conclusion

The transient of themotor composite casing is studied under impact loadswith account of
shear theory. The dynamics of the thin-walled structure, which consists of the cylindrical
shell and two bottoms, is described by the system of PDEs. These PDEs are reduced to
the system of ODEs with respect to coefficients of Fourier series of initial solution. The
obtained system of ODEs is analyzed numerically.

The displacements and stress state are studied numerically. The results of numerical
analysis motor composite casing transient motions are discussed in the present paper.
The maximal displacements and stress occur at t1 = 10 ms. The impact loads increase
up to t∗ = 5 ms. The parameters of impact loads are determined to satisfy the operable
conditions.

As follows from the numerical study, the obtained results are close to the finite
element simulations.

The methodology suggested in this paper is used to design the solid propellant motor
composite casing.
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Abstract. The paper presents an experimental and numerical study of the tapered
socket of the aluminum blade root of the mine main ventilation fan, which is
based on the tests of a simplified full-scale model with a discarded airfoil and
its subsequent finite element analysis. The calculation model takes into account
elastoplastic properties of materials and non-linear contacts with friction. The
proposed joint consists of an aluminum tapered blade root, two steel retainers
with similar tapered surfaces, and two steel bolts that join the retainers around
the root. Pre-tightening the bolts is taken into account in the nonlinear static
finite element analysis of the elastoplastic behavior of the structure which allows
determining the destructive loads that cause the bolts to break with the subsequent
disconnection of the fasteners and the blade to fly out of the seat. The graphs of
the von Mises equivalent stresses indicate that the maximum stresses are reached
in the working part of the bolts, which fully corresponds to the nature of the
destruction of the structure upon reaching the maximum equivalent load on it.
The experimental study confirms the correctness of the determination of contact
stresses at the tapered socket location. Correspondence of the results of the static
analysis with the results of the full-scale experiment makes it possible to draw a
conclusion about the correctness of the conducted finite element modelling.

Keywords: Strength · Contact · Bolt joint · Friction · Finite element method

1 Introduction

1.1 Blade Root Design

On the contrary to centrifugal machines, where the fixation usually occurs be means
of casting or welding processes [1], there are different technologies for axial rotary
machines to fix the blades in the impellers namely: T-root joints [2, 3]; fir-tree root [4];
attaching the blades directly to the disc using welding [5], bolted connection [6] and
other technologies; fixation using cylindrical and tapered shelves with pretension [7].

Each of these fixation methods has its advantages and disadvantages and is a com-
promise between ease of manufacturing, subsequent assembly into a complete structure
and maintenance, ability to withstand a certain level of static and dynamic loads, etc.
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In axial fans of mine main ventilation, fixation with cylindrical shelves or a tapered
connection is usually used. Figure 1 visually compares the vonMises equivalent stresses
in the cylindrical and tapered joints of fan blades of approximately the same diameter
(3m) andwith approximately the same rotational speed. It follows from the figure that the
maximum von Mises equivalent stresses in the blade root for the cylindrical connection
are higher than those values for the tapered connection.

At the same time, the tapered joint requires a large pretension, which is achieved
by tightening the retainers with bolted connections, that is, in this case, these elements
become the most stressed in comparison with the blade root.

That is why these retaining elements require a more detailed study with a check of
exceeding the allowable stresses and, accordingly, the fulfillment of the strength criterion
when tightening the tapered socket. This work aims to develop and experimentally verify
such a numerical algorithm, which is the subject of research, to determine the strength
of the tapered connection of the blade of a rotary machine with pretension, which is the
object of research.

Fig. 1. Contour plot of the von Mises equivalent stresses, MPa in cylindrical (top) and tapered
(bottom) connections of axial fans.



Numerical and Experimental Investigation of the Rotor Blade Joint 375

1.2 Analysis of Existing Solutions of the Problem

The strength of various types of turbo machine joints is a well-studied topic given the
various characteristics of such joints.

For example, the work [2] considers the frictionless contact of the T-root joint of the
turbine blade to determine the low cycle fatigue of the root.

The paper [3] develops reduced order model of the fan blade with a frictional contact
of the T-root joint to enhance the computational efficiency and accuracy of nonlinear
vibrations of large-scale assembly.

The work [4] investigates the low cycle fatigue of a turbine blade fir-tree root for
different probabilistic distributions of tolerance ranges and manufacturing processes.

The paper [5] considers the welded joint of the blade of the fan in terms of its
structural strength and modal characteristics.

The article [7] develops a calculation model of thick laminates simulating a joint of
the composite fan blade subjected to moisture absorption.

Theworks [8, 9] study the stress-strain state of the fir-tree connection of the steam tur-
bine blade taking into account thermal and plastic deformations which have a significant
effect on strength in machines of this type.

The article [10] examines the influence of the geometric parameters of the lock joint
between the disk and the vane from the point of view of determining the equivalent
stresses in such a joint.

The paper [11] studies the strength of the bolted connection of the composite blades
of the wind turbine.

The work [12] investigates the strength of welded joints for their further use in
hydraulic vanes.

The paper [13] proposes a new riveted connection between the vanes and the stator
disk and conducts an experimental and numerical study of its strength.

The article [14] conducts a design and optimization study of the hybrid connection
of the composite blade of the aircraft engine fan stage.

The articles [6, 15] propose a new approach to modelling of a bolted connection of
the fan blade of the aircraft engine for the further performance of the structural analyses
of the bird strike impact on the blade airfoil.

This work considers the tapered connection of the fan blade with retainers, an exam-
ple of which is shown in Fig. 2 in the form of geometric and finite element models of an
already existing design solution.

The novelty of the work consists in the complexity of the finite-element model which
takes into account the pretension of bolts and the nonlinearity of material properties,
contacts and deflections, as well as in the experimental investigation of this connection
for which the test rig was developed and used.

The goals which were formulated for this research included creation of both the
adequate test rig which corresponded to the real operational conditions of the tapered
joint of the fan blade under real operation conditions when installed in the impeller, as
well as the finite-element model which represented the test rig up to the rupture of bolts
with the sufficient accuracy.

This problem formulation should validate the finite-element model for its further use
in modelling of the fan blades with this type of joints under real operational conditions



376 V. Martynenko

Fig. 2. A fan blade with a tapered joint - the geometric model with retainers (left) and the finite
element model without retainers (right).

without the need of the blade rupture tests during the operation of the fan installation
which is an expensive (since these are the big fan installations with the diameters more
than 3 m) and dangerous (since these fans are rotating with high rotational speeds) task.
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2 Problem Formulation

2.1 Experimental Rig and Mathematical Model Comparison

For the experimental research of the tapered joint strength, the stand shown in Fig. 3
which includes an aluminum tapered blade root, steel bolted retainers, and a cylindrical
support which acts as a shelf on the fan impeller disc and is in direct contact with the
retainers is used.

Fig. 3. An experimental rig for studying the strength of a tapered joint in the form of a real
structure (left) and a geometric model (right).

The experimental model shown in the figure is upside down compared to the real
blade model, i.e. the surface that should be attached to the blade airfoil is at the bottom.

The upper end of the root in the figure (the lower one in the actual design) is loaded
by a hydraulic press which forces it to move inside the tapered joint, which is also
preloaded by tightening the bolts, and disconnect the retainers additionally loading the
bolted joints.

In this way, the effect of the airfoil under centrifugal loads on the tapered socket is
simulated in addition to the loads from the pretension of bolted connections.

The loading occurs until the moment of destruction of bolts or the structure as a
whole, and a similar process is modeled in the commercial computer-aided engineering
software using the finite element analysis taking into account elastic-plastic deformations
of materials and without taking into account destructive processes.

The strength assessment in the finite-element code is performed by comparing the
von Mises equivalent stresses with the strength limits of the corresponding materials
and further determining the load which leads to equivalent stresses equal to the strength
limits of the materials. Thus, if the simulation is adequate, the corresponding load level
in the real structure should cause failure.
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2.2 Calculation Model

Figure 4 shows the finite element and contact models of the experimental rig, which
includes a part of the hydraulic press (bottom), a root with retainers and bolts (middle),
and a support (top). Nonlinear contacts with appropriate friction coefficients (aluminum-
steel, steel-steel) are set between all contacting surfaces (press-root, root-retainers, bolt-
retainers, retainers-support). In the figure, red zones correspond to the places where there
is a sticking of contact, orange ones correspond to the locations of sliding in the contact
and yellow ones correspond to the open contact conditions.

Fig. 4. Calculation model of the experimental rig.

The elastic-plastic material models with a bilinear kinematic hardening to represent
the effect of plasticity were used for steel and aluminum as materials of the parts of the
test rig.

In addition, the calculations take into account the effect of large deformations on
the stress-strain state, i.e. the model includes all three possible types of nonlinearities,
namely, nonlinearity of material properties, nonlinearity of contact interactions, and
geometric nonlinearity.

In the case of the experimental study and during the simulation, the load was applied
gradually from zero to a value which corresponded to the destruction of the sample under
study.

The estimation of the finite element discretization error for the numerical model was
carried out by comparing the maximum von Mises equivalent stresses as the results of
trial static analyzes on the working and twice finer meshes, as well as by comparing
similar values on the working mesh with element and nodal derivation of results. In
all cases, the working finite element mesh showed an error of less than 2% which is
acceptable engineering accuracy.
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3 Results and Discussion

The experiment using the test rig shown in Fig. 3 allowed determining the value of load
applied to the hydraulic presswhichwas required to destroy the tapered joint. Further this
load was specified to cylinder modeling the hydraulic press in the finite element analysis
to determine the stress-strain state of the design under this condition and compare it with
the strength criterion.

Figure 5 shows the contour plots of von Mises equivalent stresses for a load of
412 kN, which corresponds to the strength limit of the steel from which the bolts are
made, namely 845 MPa. According to the von Mises strength criterion, the equivalent
stress can be obtained as the RMS of principal stresses σ1, σ2, σ3:

σeqv = {0.5[(σ1 − σ2)
2 + (σ2 − σ3)

2 + (σ3 − σ1)
2]}0.5 (1)

The von Mises strength criterion allows determining the part of the design in which
the maximal allowable stresses are violated and as a result the rupture occurs as well
as the load value at which this violation is obtained. In this case the load represents the
pressure of the hydraulic press, however in case or real operation conditions, such a load
is a resultant of the centrifugal forces acting on the airfoil and the blade root with a small
impact of the aerodynamic loads transmitted to the root through the airfoil.

Fig. 5 Contour plots of the von Mises equivalent stresses in the experimental rig, MPa.

It is destruction of bolts that leads to disconnection of the studied tapered joint both as
a result of experimental research and in the analysis of the strength criterion for stresses
determined using finite element modelling.

Figure 6 shows a bolt that was torn separately during the experimental study and the
corresponding picture of the equivalent stresses in it which indicates a thinning of the
bolt in the place ofmaximum equivalent stresses (the shape of the bolt on the contour plot
corresponds to the real scale of deformations according to the results of finite element
modelling). This thinning is not as significant as in the case of the real bolt because the
finite element model is solved using implicit methods which do not allow the modelling
of the rupture process.
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Fig. 6 The bolt torn during the experiment and the von Mises equivalent stresses in it at the
moment of rupture, MPa.

In addition, Fig. 7 shows zones of plastic deformations for the aluminum root after
the experiment, and for the stress plot, such zones correspond to the red color in which
the yield strength of aluminum is exceeded by equivalent stresses. The figure shows
that in the real blade root observed after the rupture of bolts, there are the significant
zones near the borders of the retainers in which the plastic deformations lead to the
obvious change of the root structure similarly to the red zones in the contour plots of
the von Mises stresses. At the same time, in the right side of the root shown in the left
set of the figure, there are not significant stresses according to the calculation, and the
absence of structural changes in this location in the real root confirms this finding of the
finite element analysis. Therefore, the pattern of deformation and destruction of elements
corresponds to the results of finite element modelling which confirms its adequacy, in
particular, the capabilities of the chosen contact models to represent interactions of the
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structural elements and selected material models and properties to represent the rupture
and structural changes of these elements under excessive values of loads.

Fig. 7 The actual condition of the root and the von Mises equivalent stresses in it at the moment
of bolt rupture, MPa.

4 Conclusions

The proposed approach to the experimental and numerical study of the fan blade tapered
joint strength shows a sufficient coincidence of the results.

The fracture load determined by means of the numerical research and the use of the
appropriate strength criterion for determining the loadwhichwas gradually applied to the
experimental sample leads to the destruction of the tapered joint in the experiment aswell.
At the same time, it should be noted that lower values of the load during experimental
research do not lead to destruction, and the difference between the destruction load
determined in the experiment and during modelling is within 2% which is an acceptable
engineering accuracy.

This fact, as well as the fact that the zones of plastic deformation on the aluminum
root and the place of bolt rupture coincide with such points determined as a result of
modelling testify to the adequacy of the calculation model, which takes into account
all types of nonlinearities and pretension of bolts, and the possibility of using such a



382 V. Martynenko

formulation of the problem in modelling of the mechanical behavior and failure of a
blade with a tapered root in an assembly with an impeller under the action of pretension
loads and centrifugal forces during the operation of the fan in real conditions.
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Abstract. In this paper the problem of the gas turbine rotor stress-strain state has
been studied. The paper outlines a finite elements refined mathematical model of
the gas turbine rotor stress-strain state and can be used for the various types of
ground or even floating power plants. The developed mathematical model takes
into account the curvilinear finite elements of hexagonal type. With the usage of
the developed mathematical model the problems of the turbine rotor flow dynam-
ics, heat exchange and stress-strain state have been studied. The turbine rotor
displacements and dynamic stresses fields were found for several most danger-
ous forced vibration modes. The calculated data together with the numerical and
experimental investigation of this rotor fluid flow and thermal state will be used
for the next stage of studies, concerning the rotor creep, fatigue crack problems.

Keywords: Gas turbine rotor · Finite elements method · Gas flow pressure ·
Temperature field · Stress-strain state

1 Introduction

For the different types of modern ground or even floating power plants, it is rather
necessary to increase the engine’s capacity alongwith the high level of engine’s durability
and reliability. To achieve these goals, the researchers are forced to solve a number of
problems in different areas, such as fluid flow dynamics, heat transfer, mechanics of solid
deformable body etc. Furthermore, all of these problems are closely interconnected and
the appropriate mathematical models should be designed to take into account all the
aspects of the gas turbine rotor working process.

1.1 Flow Dynamics of the Gas Turbine Flow Path

For a long time, in the design of the turbines flow paths at different design stages, fairly
simple fluid flowmodels have been used: one-dimensional, quasi-two-dimensional, two-
dimensional (plane and axisymmetric) [1−4]. But nowadays it is necessary to use the
computational fluid-dynamic methods in a three-dimensional formulation. The emer-
gence of a three-dimensional viscous model of the working fluid flow through turbine
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flow path and the numerical solution to this problem, together with a qualitative increase
in the capabilities of computing technology made it possible to proceed in determining
the optimal design of turbine flow path [5−8]. The accuracy and versatility of such mod-
els also the possibility of their use, both for creating impellers and for the whole rotor,
made it possible to abandon the use of simpler one-dimensional and two-dimensional
models of fluid flows [3, 5, 8−10].

While conducting such calculations, an important role is played by the model of
turbulence [11−16]. So, according to the analysis of the given literature sources, it
should be mentioned there is still a large number of unsolved problems regarding the
design of ground and floating single shaft gas turbine engines power plants through
numerical methods. Thus, one of the investigation tasks is to study the parameters of
flow in the blade passages of the three stage single shaft GTE flow path, used for the
perspectivefloating power plants and calculate thefields of flowpressure and temperature
that will be the initial data for the rotor forced vibration, stress-strain state and thermal
state calculation.

1.2 Gas Turbine Rotor Thermal State Determination

For the investigation of the gas turbine engine rotor stress-strain state we at first need to
solve the problem of heat exchange between the gas flow and the turbine rotor.

Various numerical and experimental methods have been developed for the heat trans-
fer study. But the most suitable for the study of heat exchange from the fluid flow to
the complex curvilinear solid bodies is the finite elements method (FEM). In the papers
[3−10] the planar and space shaped finite elements are given. Thus, in [11] special finite
elements of shell type were used. In the paper [12] the prismatic type with eight-nodes
finite elements are given and in the paper [13] the tetrahedron –finite elements were also
used. But such type of elements can’t correctly describe the blade’s sharp curvature,
caused by the demand of the fluid flow energy exchange laws.

The single crystal turbine blades stress-strain state is studied in papers [14, 15]. But in
themall the heat exchange processes are considered linear and the problemof rotor blades
cooling has not been considered. Also it should be mentioned that the process of the
turbine blade rotor temperature field experimental determination is extremely expensive.
The vast majority of publications study only the blades thermal state, rejecting the facts
of cooling cavities in blades and disks. But the whole rotor is a unity of solid bodies and
that’s why the temperature field of the whole rotor is unite too.

Thus, it can be concluded that the determination of single shaft GTE rotor thermal
state is the initial data for the rotor stress-strain state calculation.

1.3 Gas Turbine Rotor Stress-Strain State Determination

As it has been mentioned above for the results of the turbine rotor forced vibration and
stress-strain state study can’t be held without taking the results of the previous problems
solution as initial data.
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One of themain problems here is adequate determining the characteristics of the rotor
forced vibration. For the correct FEM approximation we should consider that turbine
blades are solid bodies with curvilinear surfaces. In the paper [4] the studies of steam
turbine blades on the base of beam finite elements are given. But the main disadvantage
of these models is a usage of the plane finite elements for three dimentional models.
These circumstances sharply decrease the reliability of the obtained results. To reject
such negative circumstances, in the papers [5−11] the three-dimensional finite element
models are used. In the paper [15] the tetrahedron finite elements were used. But such
typeof elements can’t correctly describe constructional inhomogeneity of blade’s feather,
caused by the presence of cooling channels of sharp curvature inside the blade’s feather.

The paper [16] deals with the research of single crystal turbine blades stress-strain
state. The full-scale experimental methods of the solid bodies stress-strain state study
are given in literature [15–22]. The disadvantages of such methods are in the fact that in
them the rotor is not mentioned as the unity of solid bodies and all mechanical processes
in it are taken into account as processes for single solid bodies. But due to the complexity
of constructing adequate and accurate calculation schemes, there are currently not many
publications in which the results of the stress-strain state analysis of turbomachinery
elements are given.

Analyzing the huge amount of scientific papers dealing with the problems of fluid
flow, heat exchange and mechanics of solid deformable bodies, it can be concluded
that there are several unsolved problems concerning the turbomachinery rotors, used
in GTE power plants. One of the main problem is the turbine rotor stress-strain state
determination. This study would be held taking into account the refined mathematical
model on the base of FEM.

2 Research Object and Aim

The research object is the turbine rotor stress-strain state. Turbine rotor is considered as
a system of blades of the same shape spaced on the surface of impellers. The gas flow
passing through the rotor blades rows changes the speed and direction of its movement.
So in the rotor impellers, the kinetic energy of the flow is converted into mechanical
energy of forced vibration and the heat exchange between the flow and impellers causes
the whole rotor thermal extension.

Thus for a correct solution of the turbine rotor stress-strain state problem we are
obliged to develop a refined mathematical model that describes complex mechanical,
thermal and flow dynamic processes in the turbine rotor.

To achieve this aim, the following tasks must be solved:

• Develop a refined mathematical model describing the flow dynamic, thermal and
mechanical processes in rotor on the base of FEM;

• Determine the field of working flow pressure, causing rotor vibration;
• Determine the field of temperature on the rotor surface;
• Determine the rotor forced vibration modes and frequencies spectrum;
• Determine the field of rotor dynamic stresses.



Numerical Analysis of the Modern Marine Gas Turbine Rotor 387

3 Formulation of the Problem

As the stationary coordinate system, the Cartesian right-handed xyz coordinate system
with the center at point O is taken (Fig. 1). This coordinate system rotates together with
the turbine rotor at a constant angular velocity � equal to the angular velocity of rotor.

Fig. 1. The 3D model of the gas turbine rotor as a solid body

3.1 The Main Dependences for the Rotor Stress-Strain State Determination

According to the generalized Hooke’s law [23−25] the solid body stress-strain state can
be described by the next matrix dependence:

{σ } = [D]({ε} − {εT }) (1)

where {σ}is stress matrix-vector; {p} is elasticity deformation vector; {pT} is thermal
elasticity vector; [D] is elasticity matrix of the turbine rotor material.
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The elasticity deformation vector has the following components:

{ε} =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

εx

εy

εz

γxy

γxz

γyz

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂Ux
∂x

∂Uy
∂y

∂Uz
∂z

∂Ux
∂y + ∂Uy

∂x
∂Ux
∂z + ∂Uz

∂x
∂Uy
∂z + ∂Uz

∂y

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

(2)

where Ux , Uy, Uz are components of the generalized displacement vector
The material elasticity matrix is formed according to paper [17]:

[D] = E(1 − μ)
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where E is the rotor material Young’s modulus, μ is the Poisson’s ratio
The rotor thermal deformation (4) [8, 11, 14, 17]:

{εT } =
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⎭
(4)

where α is the material thermal extension coefficient; Tx, Ty, Tz are temperature field
projections

To find the field of thermal deformations we need to solve the problem of heat
exchange between the flow and the rotor. To find the field of elastic deformationswe need
to determine the field of the gas flow pressure and the rotor forced vibration amplitudes.

4 Solution to the Problem

4.1 Determination of the Gas Flow Pressure

The state of the gas flow at the flow path is determined by the following parameters:
pressure (p); flow temperature (Tf ); components of the flow velocity vector: u, v, w. In
addition, to describe the properties of a viscous gas being compressed, it is necessary to
know its density ρ and viscosity ϕ, which can be calculated using the above parameters.
Thus, the state of any point in a viscous gas flow is given by five variables. So to find the
flow pressure, a system of five equations is needed to determine the unknown variables.
This system is:
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The Navier – Stokes motion equations [2, 3, 12−23]:
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Energy equation [2, 3, 15, 16]:
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θ
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)2 +
(

∂v
∂y
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∂z
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]

+
(

∂v
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∂z
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+( ∂v
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∂x
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∂u
∂x + ∂v

∂y + ∂w
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)2
.

(6)

Continuity equation [2, 3, 5, 14, 21]:

∂(ρu)

∂t
+ ∂(ρu)

∂x
+ ∂(ρu)

∂y
+ ∂(ρu)

∂z
= 0 (7)

The detail solution of the equations system (5, 6 and 7) is given in paper [22]. From
this system we can find the flow pressure field.

4.2 Determination of the Rotor Temperature Field

For the Solid Body Temperature Field Determination Next Variation Equation is Used
[19, 20, 26, 27]:

δJT = 0

where JT– thermal functional
For the its minimization, we use the general heat equation:

λx
∂2T

∂x2
+ λy

∂2T

∂y2
+ λz

∂2T

∂z2
= 0 (8)

where λx, λy, λz are thermal conductivity coefficients, Wt*m/K.
The boundary conditions are next (9):

λx
∂T

∂x
lx + λy

∂T

∂y
ly + λz

∂T

∂z
lz + (T − T0) − q = 0 (9)
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where lx, ly, lz are direction cosines; h is heat transfer coefficient, Wt*m2/K; T0 is gas
flow temperature, K; q is heat flux density, Wt/m2.

Thus, on the base of Eqs. (7) and (9) we form the equation of convective heat transfer
from turbulent gas flow to the solid body. Thus we can obtain the rotor temperature field:

JT = 1

2

∫

V

[

λx

(
∂T

∂x

)2
+ λy

(
∂T

∂y

)2
+ λz

(
∂T

∂z

)2
]

dV +
∫

S

[
1

2
h(T − T0)

2 − qT

]

dS (10)

where V is turbine rotor volume; S is square of the heat exchanging surfaces.

4.3 Determination of the Turbine Rotor Forced Vibration Amplitudes
and Dynamic Stresses Field

We can find the rotor forced vibration amplitudes, using the canonic equation of solid
body vibration in matrix form:

[M ]

{
d2U

dt

}

+ [C]

{
dU

dt

}

+ [K]{U } = {p} (11)

where [M] is the mass matrix; [C] is the damping matrix; [K] is the stiffness matrix; {p}
is the vector of the flow pressure.

It is assumed that the considered turbine rotor is made without technological devi-
ations, and therefore the rotor is a cyclic symmetrical system consisting of a certain
number of homogeneous sections, containing three sectors – each for every impeller
(Fig. 2).

Fig. 2. The turbine rotor section.
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The solution ofmatrix Eq. (11) can be found by spreading out the section generalized
displacement in trigonometric row. So:

UJ = a1J cos(k�t) + a2J sin(k�t)

(J = 1 . . . r, k = 1 . . . g) (12)

where a is vibration amplitudes; r is the nodes quantity in the section finite ele-
ments model; g is rotor forced vibration harmonic indexes number; υ is the rotor forced
vibration frequency.

Here and next the upper indexes 1 and 2would be used later to mark the amplitudes
belonging to cos(�t) (index 1) and sin(�t) (index 2).

After putting the Eq. (12) in Eq. (10) we receive:

MIJ

(
a1J cos(k�t) + a2J sin(k�t)

)′′ + CIJ

(
a1J cos(k�t) + a2J sin(k�t)

)′+
+ KIJ

(
a1J cos(k�t) + a2J sin(k�t)

)
= F1

I cos(k�t) + F2
I sin(k�t)

(I , J = 1, 2, . . . , r) (13)

Equations (5, 6, 10, 13) don’t have analytical solution. Thuswe need to use numerical
methods. In our case we use the finite elements method FEM.

4.4 FEM Approximation of the Turbine Rotor Model

As the gas turbine rotor geometry is constructional inhomogeneous we need to use the
finite elements of special shape functions for its correct approximation. So the devel-
oped mathematical model the special curvilinear finite elements of hexagonal type with
negative Gaussian curvature have been taken (Fig. 3)

Fig. 3. Hexagonal finite element and its local curvilinear coordinate system P�
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Shape functions description is given by a set of equations for the element curvilinear
coordinates:

N1 = 1
8 (1 − �)(1 − P)(1 − ) N2 = 1

8 (1 − �)(1 − P)(1 + )

N3 = 1
8 (1 + �)(1 − P)(1 + ) N4 = 1

8 (1 + �)(1 − P)(1 − )

N5 = 1
8 (1 + �)(1 + P)(1 − ) N6 = 1

8 (1 + �)(1 + P)(1 + )

N7 = 1
8 (1 − �)(1 + P)(1 + ) N8 = 1

8 (1 − �)(1 + P)(1 − )

(14)

Connection between the rotor global Cartesian coordinate system and the element
local coordinate system is given below:

⎧
⎨

⎩

x
y
z

⎫
⎬

⎭
=
∑8

i=1
Ni(�,P, )

⎧
⎨

⎩

xi
yi
zi

⎫
⎬

⎭
(15)

5 Results and Discussion

The power of the investigated gas turbine is 25 MW. The gas temperature at the entrance
to the turbine rotor is 1583 K; total pressure at the stage inlet 0.7578 MPa; rotor speed
9390 rev/min.

As it is obvious from the Eqs. (2, 11) the increase of the turbine rotor dynamic
stresses is caused by the growth of the rotor forced vibration frequency. The most dan-
gerous are the low vibration frequencies, because they can cause the resonance state
with the rotor rotation frequency. Thus, it is obligatory to obtain the distributions of
displacements (mm) and stresses (MPa) for the first four harmonic indexes. The results
of such calculations in graphic form are given below (Figs. 4 and 5).

Fig. 4. Turbine rotor displacement (a) and dynamic stresses (b) fields. Harmonic index k = 0,
vibration frequency � = 536.6 Hz

Analyzing data represented on the Figs. 6–7 it is obvious that the rotor dynamic
stresses are first of all caused by the growth of its forced vibration frequency value. The
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Fig. 5. Turbine rotor displacement (a) and dynamic stresses (b) fields. Harmonic index k = 1,
vibration frequency � = 923.87 Hz

Fig. 6. Turbine rotor displacement (a) and dynamic stresses (b) fields. Harmonic index k = 2,
vibration frequency � = 963.7 Hz

main factors, provoking the biggest displacement of the rotor are the working fluid flow,
centrifugal force and thermal extension. For the third impeller blades such displacement
is about 50 mm on the top of the blades peripheral section for the vibration frequency
of 103.3 Hz. The reasons of this state are the length of the third impellers blades and
the absence of the cooling channels in comparison with the blades of first and second
impellers. But on the other hand it should be predicted that the third impeller resistance
to low cycle fatigue will be more sufficient.
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a b

Fig. 7. Turbine rotor displacement (a, b) and dynamic stresses (c) fields. Harmonic index k = 3,
vibration frequency � = 1037.3 Hz

The sharp gap between the highest stresses for harmonic index 0 and harmonic index
3 is nearly 600 MPa. We also observe that this drop of dynamic stresses is caused by
the non stationary gas flow influence on the blades feather peripheral and root sections.
Due to the rotor geometry the main part of the flow kinetic energy and the hear exchange
between the blades and the flow take place in their peripheral part. Onemore dependence
of vast importance is that the maximum dynamic stresses for the vibration mode with
the harmonic index k = 3 nearly reach the rotor ultimate strength.

6 Conclusion

The study of the modern gas turbine engine rotor stress-strain state has been held.
For this problem a refined mathematical model using the curvilinear hexagonal finite
elements with eight nodes was developed. Using the developed mathematical model,
the problems of the turbine rotor flow dynamics and heat exchange have been studied.
The received data has been used as initial for the rotor stress-strain state and forced
vibration amplitudes calculation. The level of the rotor dynamic stresses and its forced
vibration frequencies for different harmonic indexes are connected directly proportional.
The main factors of such dynamic stresses fields are the non-stationary gas flow, causing
the irregular pressure field and heat exchange on the rotor surfaces gas flow pressure.
The sharp temperature gradient between the peripheral part of the blade, its root part
and the disk is also should be taken into account. Such negative factors with the high
level of dynamic stresses demand the new studies of the turbine rotor creep and fatigue
strength.
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Abstract. One of the key parameters in the gas turbine blade resource design
stage is their long-term static strength analysis. Such analysis is crucial for var-
ious reasons, including studying anisotropic properties of single-crystal turbine
blades composed of nickel heat-resistant alloys with different crystallographic
orientations within a wide range of stresses and temperatures. To date, there is no
universal methodology for assessing the durability of turbine blades. The exist-
ing approaches, documented in numerous literary sources, have both their pros
and significant cons. The research, presented in this article, proposes a technique
for evaluating the long-term static strength of single-crystal turbine blades. The
authors’ method involves deriving equations for the distribution of the Larson-
Miller parameter using experimental data for various crystallographic orienta-
tions of turbine blades. These equations were then used to create a finite-element
model demonstrating the parameter’s distribution in a cooled high-pressure tur-
bine blade, using the ANSYS Workbench 19.2 software package. With the use
of Larson-Miller parameter distribution calculations, the fracture time for each
of the three specified crystallographic orientations of turbine blade model was
investigated.

Keywords: finite-element analysis · long-term strength · creep · anisotropy ·
monocrystalline alloy · crystallographic orientation · gas turbine engine

1 Introduction

In the study of the durability of single-crystal gas turbine blades, special attention is
paid to the research of the long-term static strength of single-crystal nickel alloys of
different crystallographic orientations under changes in a wide range of stresses and
temperatures, since these factors are themost influential in the resource design of aircraft
gas turbine engines. To date, there are no generally accepted methods for assessing the
long-term static strength and calculating the stress-strain state ofmonocrystalline turbine
blades. Isotropic inelastic design models are not suitable for estimating the strength
parameters of anisotropic turbine blades, produced from single-crystal alloys. The most
acceptable and effective approach to assessing the long-term strength of monocrystalline
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gas turbine blades under alternating thermal and cyclic loading is to usemicromechanical
(physical or crystallographic) models of inelastic deformation of single crystals [1, 2].
Such models take into account the peculiarities of deformation of a single crystal along
its sliding systems. The disadvantages of such approaches include: determination of
a huge number of unknown parameters of specific materials; inability to use modern
finite element analysis software for implementation of such methods, due to the lack of
necessarymodels; development of special software for calculations using thesemethods.
In this case an alternative route lies in usage of a variety of phenomenological models of
inelastic materials deformation [3, 4], which also have a number of their own features
and disadvantages.

An additional complication in studying the patterns of inelastic deformation of single
crystals is the need to take into account the evolution of the initial microstructure γ–γ’
of a particular alloy under continuous high-temperature loading. The following factors
affect the parameters of such evolution: temperature (stable or variable), time of strain
exposure of thematerial and strainmagnitude, features of the crystallographic orientation
of specific material samples, structure and chemical composition of a particular nickel
alloy [5]. The distribution of the Schmid factor in different octahedral systems of a
stereographic triangle can provide a qualitative assessment of the orientation dependence
of the strength of single crystals [6].

At the present stage, it is possible to create advanced computational models of inelas-
tic deformation using the finite element method and to perform calculations taking
into account the peculiarities of physically nonlinear processes (creep) in single-crystal
alloys. Based on the explanations mentioned above, very urgent and topical issue lies
in development of a methodology for calculating the long-term strength parameters of
turbine blades made of single-crystal nickel alloys.

2 Literature Review

The problem of studying the influence of the properties of single-crystal turbine blades
on their long-term strength and creep characteristics is described in a sufficient number
of publications. Article [7] mentions the rotor blades of gas turbine engines made of
single-crystal nickel alloys. The objective of the authors’ study was to model nonlinear
deformation during typical operating cycles for further calculation of the blades’ safe
service life. As a result, they developed a methodology for analyzing anisotropic creep.
The authors also proposed models for calculating high-temperature creep and thermo-
mechanical fatigue strength of single crystal samples and turbine blades, taking into
account complex non-isothermal loading. The developed model is intended for use in
the ABAQUS finite element program, in which inelastic deformation is considered as a
combination of instantaneous plastic deformations that depend on the time of thermal
and creep deformation.

Scientists in [8] conducted studies using plate samples with holes (which represent
full-scale models of cooled single-crystal turbine blades) and without holes. Such an
experiment was conducted for samples of two different crystallographic orientations
[001] and [111] of a second-generation single-crystal nickel alloy under creep conditions
at 980 °C. The test results showed that the cooling holes and crystallographic orientation
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significantly affect the fracture mechanism and its rate. The authors also used a modified
form of the Kachanov-Rabotnov damage law in their study.

Paper [9] discusses the modeling of anisotropic creep and ductility of single-crystal
nickel blades. The authors proposed amodifiedHill operator to establish empirical corre-
lations for assessing the long-term strength ofmonocrystalline turbine blades. Study [10],
in turn, presents a phenomenological approach based on Hill’s work on plasticity. The
manifestation of the characteristics of single-crystal materials under mechanical load-
ing is approximated by adopting simplified anisotropy classes that can most accurately
reflect the peculiarities of material behavior.

Paper [11] presents the methodological foundations of an approach to solving the
problem of finite element modeling of the long-term static strength of cooled single-
crystal blades of gas turbine engines. This approach is based on the usage of phe-
nomenological and micromechanical models of material creep. The calculations were
carried out taking into account the peculiarities of different crystallographic orienta-
tions of the material. The procedure for determining the coefficients of anisotropy of
long-term strength based on the calculations for different monocrystalline orientations is
presented. The researchers found that the model of micromechanical creep deformation,
in comparison with the phenomenological one, allows the most accurate assessment of
the long-term strength of turbine blades made of single-crystal alloys.

Publication [12] contains information on the creep, long-term strength, and low-cycle
fatigue strength characteristics of the monocrystalline nickel alloy DZ125. These char-
acteristics were analyzed using a modified unified Shabosh viscoplasticity model. This
model considers the anisotropic behavior of the material, the effect of cyclic hardening
and stress relaxation. When setting the material parameters, the Levenberg-Marquardt
optimization procedure was used, which takes into account the properties of a given
material in tension, its behavior under cyclic loading, and creep characteristics. The
model was built in FORTRAN and integrated into the finite element analysis soft-
ware UMAT/ABAQUS. The analysis of the results of calculations based on this model
has made it possible to establish that such a modified model has practical application
for determining the characteristics of low-cycle fatigue strength, creep, and long-term
strength of various materials.

This study concentrates on creating a methodology for assessing the long-term
strength of single-crystal turbine blades using a finite element 3D-model of a cooled
turbine blade made of a monocrystalline nickel heat-resistant alloy.

3 Research Methodology

3.1 Approximation of the Experimental Larson-Miller Curves of the Fourth
Generation Single-Crystal Alloy

Experimental data on the long-term strength of single-crystal samples are characterized
by incomplete information for a wide range of temperatures and time under load, as well
as by a significant scattering of their values. One of the best options for demonstrating
and organizing the data of such studies is to use the temperature-time dependences in the
form of the Larson-Miller parameter, which is represented by the following expression:

PLM = T
(
log τfail + 20

)
, (1)
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where log τfail – time to sample fracture, h; Т – temperature of a material, K.
Figure 1 shows the experimental curve of the Larson-Miller parameter for a fourth-

generation single-crystal alloy with crystallographic orientation<001> (A4 alloy) [11].
As an initial step in assessing the long-term strength of a turbine blade, it is necessary
to determine the equation of such curve form.

Fig. 1. The Larson-Miller curve and its parabolic equation for the crystallographic orientation
<001> of a single-crystal alloy

In order to obtain the equation of the experimental curve, it was approximated by the
method of parabolic interpolation. Initially, three arbitrary points were selected on the
graph, which were subsequently used for calculations. The coordinates of these points
on the graph indicate specific stresses and the corresponding values of the Larson-Miller
parameters. In this case, the following coordinates of these points were obtained:

Point 1: σ1 = 800 MPa; PLM 1 = 23995.
Point 2: σ2 = 413 MPa; PLM 2 = 26980.
Point 3: σ3 = 179 MPa; PLM 3 = 30000.

The parabolic equation that describes the Larson-Miller curve in Fig. 1 has the
following general form:

PLM = C1σ
2 + C2σ + C3. (2)

To perform the approximation, a system of equations with three unknown charac-
teristics was compiled, which has the following form:

⎧
⎪⎨

⎪⎩

PLM 1 = C1σ
2
1 + C2σ1 + C3

PLM 2 = C1σ
2
2 + C2σ2 + C3

PLM 3 = C1σ
2
3 + C2σ3 + C3

(3)

Given the coordinates of three points, this system of equations with three C1,C2,C3
unknown constants was solved using Kramer’s formulas.
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As a result, the parabolic equation of the Larson-Miller parameter for the crystal-
lographic orientation of the single crystal <001> was obtained, which is additionally
shown in Fig. 1:

PLM = 8, 362 · 10−6σ 2 − 0, 017856σ + 32, 928349 (4)

A similar procedure was carried out for the Larson-Miller parameter curves for
additional two crystallographic orientations of the material.

The values of the points selected for the calculation of the equation for the
crystallographic orientation <011>:

Point 1: σ1 = 400 MPa; PLM 1 = 25950.
Point 2: σ2 = 259 MPa; PLM 2 = 28150.
Point 3: σ3 = 168 MPa; PLM 3 = 30000.

As a result, the parabolic equation of the Larson-Miller parameter for the crystallo-
graphic orientation of the single crystal <011> was obtained after the calculations:

PLM = 2, 03743 · 10−5σ 2 − 0, 02902949σ + 34, 30191038 (5)

Figure 2 shows the calculated equation for the single crystal with<011> orientation.

Fig. 2. The Larson-Miller curve and its parabolic equation for the <011> single crystal
orientation

The values of the points selected to calculate the value of Larson-Miller parameter
equation for the crystallographic orientation <111>:

Point 1: σ1 = 800 Pa; PLM 1 = 24135.
Point 2: σ2 = 457 Pa; PLM 2 = 27094.
Point 3: σ3 = 214 Pa; PLM 3 = 30000.
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As a result, after the calculations, the parabolic equation of the Larson-Miller
parameter for a single-crystal alloy with <111> crystallographic orientation was also
obtained:

PLM = 5, 68605 · 10−6σ 2 − 0, 01577419σ + 33, 11527778. (6)

Figure 3 shows the calculated equation of PLM for the crystallographic orientation
of a single-crystal alloy <111>.

Fig. 3. The Larson-Miller curve and its parabolic equation for the monocrystalline <111>
crystallographic orientation

4 Results and Discussion

4.1 Finite Element Modeling of the Distribution of the Larson-Miller Parameter
Over the Monocrystalline Gas Turbine Blade

The obtained equations of the Larson-Miller parameter for several crystallographic ori-
entations of the single crystal were used for finite element modeling of its distribution
over the turbine blade in ANSYS Workbench 19.2.

The calculation was performed on a 3D-model of a cooled high-pressure turbine
blade. Themethod for obtaining the elastic characteristics of thematerial and their actual
values (Young’smodulus, Poisson’s ratio, and shearmodulus) for different temperatures,
as well as the methodology and parameters for a finite-element model construction
are described in [13, 14]. As the initial data for the numerical experiment, the creep
calculation, where the boundary conditions on the blade surface were the displacement
limits on the planes of the blade lock (tail) part in contact with the turbine disk, was
used.
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The calculations were performed for the load due to centrifugal force at a rotor
speed of N = const = 50,000 rpm. The creep time was assumed to be 20,000 s (5,55
h). Acquiring creep constants at a temperature of T = const = 975 °C, according to the
Norton-Bailey law, is described in previous publication [15].

The results of the distribution of equivalent stresses at the stage of stationary creep,
obtained after the calculation in the “Static Structural” module, are shown in Fig. 4.

Fig. 4. Euivalent stresses on the blade when calculating creep

To simulate the distribution of the Larson-Miller parameter over the turbine blade,
the “User Defined Results” tool, which is a sub-module of ANSYS Workbench, was
used. The equations of the Larson-Miller curves obtained by parabolic interpolation for
different crystallographic orientations of the single-crystal alloy were entered into the
“User Defined Results” sub-module. The equivalent stresses (seqv) obtained from the
creep calculation, shown in Fig. 4, were used as the stresses from Eq. (2). Table 1 shows
the results of calculating the distribution of the Larson-Miller parameter for different
monocrystalline orientations <001>, <011> and<111> of a full-size turbine blade of
the cooled design.

Analyzing the obtained calculation results, it can be observed that the lowest value
of the Larson-Miller parameter distribution PLM = 25757 was shown by blades with
<011> crystallographic orientation.
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Table 1. The results of calculation of the distribution of the Larson-Miller parameter over the
blade

Crystallographic orientation Distribution of LMP over the turbine blade

<001>

<011>

<111>
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When entering the equations of the Larson-Miller parameter distribution for dif-
ferent crystallographic orientations of a single crystal into the User Defined Results
sub-module, they were assigned with their own unique identifiers in the “Identifier”
column, namely:

– Larson-Miller parameter PLM of single crystal with <001> orientation – identifier
p_lm_blade <001>;

– Larson-Miller parameter PLM of single crystal with <011> orientation – identifier
p_lm_blade <011>;

– Larson-Miller parameter PLM of single crystal with <111> orientation – identifier
p_lm_blade <111>.

The identifiers, mentioned above, were created in order to associate them with
corresponding equations of Larson-Miller parameter PLM distribution.

4.2 Comparative Analysis of the Time to Failure of Turbine Blades with Different
Crystallographic Orientations

After obtaining the results of calculation of the distribution of the Larson-Miller parame-
ter over the turbine blade, we proceed directly to the calculation of the practical andmost
indicative parameter in assessing long-term strength, the time-to-failure of the turbine
blade. From the general relation (1) of the Larson-Miller parameter, the equation for the
time to failure was found:

τfail = 10

(
PLM
T −20

)

(7)

The resulting equation was entered into the “Expression” column in the “User
Defined Results” sub-module, and its previously calculated values of distribution of
Larson-Miller parameter over the turbine blade were used via their identifiers. To calcu-
late the time to fracture for each single crystal orientation, the corresponding identifiers
ofPLM for the crystallographic orientations<001>,<011>,<111>were used. Table 2
shows the results of calculating the time-to-failure for different orientations of the cooled
turbine blade of an aircraft gas turbine engine.

The calculation shows that the time-to-fracture of single-crystal turbine blade cast
with different crystallographic orientations is equal:

– for <001> orientation: τfail = 39, 467 h;
– for <011> orientation: τfail = 4, 3508 h;
– for <111> orientation: τfail = 117, 23 h.

The lowest value of time-to-failure parameter in this calculation set was shown by
the blade composed with <011> orientation and the highest – <111> orientation.
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Table 2. Time to failure of a single-crystal turbine blade with orientations <001>, <011>,
<111>

Crystallographic orientation Result of calculating the time-to-failure

<001>

<011>

<111>
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5 Conclusions

Based on the information, mentioned in this article, following conclusions can be drawn:

1. The method has been developed for calculating the long-term strength of single-
crystal blades of high-temperature turbines operating under conditions of loading
by centrifugal forces. The method allows one to take into account the anisotropy
of long-term strength characteristics in calculations based on a limited amount of
experimental data.

2. The use of finite-element analysis makes it possible to obtain a detailed picture of the
stress distribution in cooled blades of complex geometric shapes.

3. Using experimental data on the Larson-Miller parameter, an estimate of the time to
failure of blades made of single-crystal alloys with different crystallographic orienta-
tionswas obtained. This studywas carried out taking into account stress redistribution
due to creep.

4. Based on the research results, the importance of taking into account the crystallo-
graphic orientation of the alloy when calculating the long-term strength of turbine
blades is shown. According to the calculation results, the lowest value of time-to-
failure parameter, namely 4,3508 h, was shown by the blade composed with <011
> orientation. The highest value of time-to-failure parameter, namely 117,23 h, was
demonstrated by the turbine blademanufactured with<111> crystallographic orien-
tation. Thus, an analysis of the orientation dependence of the time-to-failure allowed
us to conclude, that for cooled blades the <111 > orientation is the most preferable.

5. The practical implementation of the developed method requires the systematic accu-
mulation of experimental data on the long-term strength of single-crystal alloys in a
wide temperature range.
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Abstract. Addressing issues related to the enhancement of existing thermal
engines and combustion processes in their combustion chambers (CC), as well
as deepening our understanding of potential challenges in the improvement of
gas turbine installations, opens new horizons in modern energy. Hybrid gas-steam
power systems utilizing hydrogen gases and pure hydrogen offer a wide range of
possibilities and potential technical solutions related to decarbonization. The paper
presents the results of using Computational Fluid Dynamics (CFD) technology in
the design of the combustion chamber of a hybrid gas-steam power plant with a
modular construction that combines two gas turbine engines: a) utilizing the heat
of exhaust gases, and b) contact type with steam injection into the combustion
chamber. The main characteristics of the gas turbine combustion chamber were
determined when implementing steam injection and operating the installation on
pure hydrogen. Parameters of the tubular-ring combustion chamber were studied,
as well as the influence of separate steam injection into different zones of the
chamber to ensure its stable operation without the occurrence of flame blowout
zones. Using modern computer design technologies, the impact of the distribution
of environmental and energy steam on the ecological performance of a prospective
hybrid gas-steam power plant has been investigated.

Keywords: CFD Technology · Hybrid Energy System · Combustion Chamber

1 Introduction

Power engineering is a rapidly developing field closely integrated into industry in many
aspects, including the operation of various energy facilities. Guided by modern trends
in mechanical engineering and gas turbine engineering, the forefront is occupied by
requirements to enhance not only the efficiency indicators of units but also their envi-
ronmental performance, such as the emission of harmful substances (nitrogen oxides,
carbon, and sulfur).

In the past decade, global demand for renewable energy has been rapidly increas-
ing, leading to new challenges for traditional electricity production systems [1, 2]. The
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investigation of fuel combustion, particularly fuels devoid of carbon like hydrogen, holds
significant importance in tackling the challenge of energy decarbonization. Due to sig-
nificant differences in the physical properties of hydrogen compared to other types of
fuels, such as natural gas, burning hydrogen fuels in the combustion chambers of gas
turbine engines is a complex task, especially for lowNOx emissions [3]. The design tasks
for new combustion chamber configurations operating on hydrogen and the optimization
of their parameters can be addressed using three-dimensional CFD technologies, allow-
ing for a detailed study of the physicochemical characteristics of turbulent chemically
reacting flows.

It is worth noting that by using hydrogen as a fuel (either in amixture or in pure form)
as an alternative to natural gas, gas turbines can provide low-carbon or even carbon-free
energy solutions. Gas turbines play a key role in ensuring a smooth transition from
fossil fuel-based to decarbonized energy systems, as they offer flexible and dispatchable
generation to support grids predominantly dominated by intermittent renewable energy
[4].

Increasing the efficiency of energy installations can be achieved through the use of
hybrid gas-steam power plants [5], which combine the advantages of the gas turbine
cycle with the heat recovery from exhaust gases and contact-type gas turbine installa-
tions with steam injection into the combustion chamber [6–8]. Previous studies [5] have
shown the feasibility of implementing such a hydrogen-operated installation for Floating
Production, Storage, and Offloading (FPSO) vessels.

The development of hybrid energy systems leads to the use of gas turbine installations
operating on the so-called “Aquarius” cycle [9, 10]. It should be noted that the most
commonly used combustion chambers for hydrogen,with pre-prepared fuel-airmixtures,
have a significant drawback associated with the potential for flame flashback in the
mixture preparation zones [11, 12], as well as the occurrence of acoustic instability
[13]. This drawback becomes particularly pronounced when dealing with high hydrogen
contents in the mixture and when operating on pure hydrogen.

One way to reduce the risks of flame flashback is the injection of steam into the
chemical reaction zone. The combustion of variousmixtures of natural gaswith hydrogen
in dry and steam-dilutedmodes for rich-quench-lean andpremixed combustion chambers
has been investigated in [14, 15]. Steam decreases the reactivity of hydrogen, and even
relatively small steam content prevents flame flashback from occurring.

The novelty of the proposed method lies in the combination of a) the well-known
principle of diffusion combustion of fuel, which ensures a significant reduction in the
likelihood of flame flashback when using pure hydrogen, and b) the principle of oper-
ating the gas turbine combustion chamber with two-stage steam injection into different
parts of the combustion chamber, which reduces nitrogen oxide emissions and meets
environmental standards. The first part of this steam (environmental steam) is intro-
duced into the primary zone of the combustion chamber to suppress the formation of
nitrogen oxides and lower the temperature in the reaction zone. The second part (power
steam) is separately introduced into the dilution zone to increase the mass flow rate of
the working fluid.

The purpose of the work is to use CFD technology to design a promising gas turbine
combustion chamber operating on hydrogen for a hybrid gas-steam energy system. The
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study of theworking processes of a gas turbine combustion chamber with steam injection
and the obtaining of new emission characteristics for fuel-burning devices using modern
computational complexes aligns with the general demands of the energy sector aimed
at improving the efficiency of power installations and addressing environmental issues.

Fig. 1. Thermal scheme of a gas-steam unit with a hybrid cycle: 1 – basic gas turbine engine
(GTE); 2(1), 2(2) – heat recovery steam generator (HRSG); 3 – water tank; 4 – condenser; 5(1),
5(2), 5(3) – generators; 6 – steam turbine; 7(1), 7(2) – steam valves; 8(1), 8(2) – water valves;
9 – treatment apparatus; 10 – gas-steam condenser; 11 – contact-type gas turbine engine (CGTE)
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2 Selection of Parameters of a Hybrid Energy System

2.1 A Scheme of a Hybrid Gas-Steam Unit

To determine the parameters required for the CFD design of the combustion chamber
of a contact-type gas turbine unit, initial calculations were performed for the thermal
efficiency of the hybrid gas-steam plant, which is shown in Fig. 1.

A detailed mathematical model for the scheme efficiency calculation was presented
in [5]. The prospective gas turbine engine selected as the base engine has a power output
of 33 MW, manufactured by State Enterprise “Zorya-Mashproekt”, Ukraine, with an
efficiency of 38.3% according to ISO parameters [16]. It is noteworthy that the engine
was originally designed to operate on natural gas. The feature of the proposed scheme is
the combination and summation of the work of 1) a simple thermal scheme gas turbine
engine 1, 2) a gas turbine engine 1 with heat recovery in the recovery circuit 2(1), and 3)
a contact type gas turbine engine 11 with heat recovery in the recovery circuit 2(2), as
well as varying the supply of superheated steam generated in circuits 2(1) and 2(2) into
the steam turbine 6. It is assumed that the thermal engines of the hybrid plant operate
on hydrogen.

2.2 Selection of Combustion Chamber Initial Parameters

Based on thermodynamic calculations of a hybrid gas-steam power unit operating on
hydrogen fuel, one of the potential practical applications for such a system has been
chosen, specifically for FPSO vessels used in oil extraction, storage, and shipment.
The FPSO vessel selected for potential power plant modernization is the FPSO MV 34
MIAMTE, manufactured in 2009 [17], equipped with three 37 MW gas turbines from
Siemens.

Considering the power capacity of the power plant on this vessel, a nominal power
mode of 100 MW was chosen for the proposed hybrid gas-steam power unit. The
corresponding parameters for the steam-injected combustion chamber are provided in
Table 1.

Table 1. Combustion chamber parameters

Parameter Value

The number of flame tubes 24

Pressure in the combustion chamber, MPa 2.63

Air flow rate through the CGTE compressor GcCGTE , kg/s 55.64

Fuel (hydrogen) consumption, kg/h 3052

Consumption of superheated steam Gss through the CC, kg/s 16.6

Steam temperature, К 743
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3 An Approach to Modeling Processes in the Combustion Chamber

A mathematical model of a steam-injection combustion chamber operating on hydro-
gen has been developed, utilizing the continuity equation, conservation of momentum,
conservation of energy, transfer of chemical components in the mixture, and turbulence
characteristics [18–20]. The submodel for chemically reacting flows is based on solv-
ing equations that describe the convective and diffusive transfer of each component in
the reacting mixture [21, 22]. It should be noted that in order to obtain the distribution
of concentrations of chemical components across the cross-sections of the combustion
chamber, it is necessary to solve the transfer equation

∂

∂t
(ρYi) + ∇(ρ�vYi) = −∇�Ji + Ri + Si, (1)

where ρ is the density of the mixture; Yi is the concentration of the j-th component;−→v is
the velocity vector of the working body;

−→
J i is the mass diffusion of the i-th component;

Ri is the level of formation of the i-th component as a result of a chemical reaction; Si
is the level of additional formation of the i-th component from the dispersed phase or
other sources (for example, when using combustion intensifiers [23. 24]).

During the conduct of three-dimensional calculations, a model for the emissions of
nitrogen oxides has been employed. This model consists of a system of mass transfer
equations that accounts for convection, diffusion, as well as the formation and decom-
position of nitrogen monoxide NO and related compounds. The influence of the com-
ponent’s residence time in the reacting volume on the NO formation mechanism is
incorporated into the convective terms, formulated in the Eulerian reference frame. For
both “thermal” and “prompt” nitrogen oxides, the transfer equations for NO are solved
in vector form based on the conservation of mass equations for individual chemical
components in the mixture [25]

∂

∂t
(ρYNO) + ∇ · (ρ�vYNO) = ∇ · (ρD∇YNO) + SNO, (2)

where YNO is the mass concentration of NO; D is the diffusion coefficient; SNO is a
source term that is determined depending on the mechanism of formation of nitrogen
oxides.

Further details with a comprehensive description of the mathematical model for
turbulent chemically reacting flows in a steam-injected gas turbine combustion chamber
can be found in [8, 10].

As the subject of investigation, a combustion chamber of a contact-type gas turbine
engine produced by “Zorya-Mashproekt” has been chosen. The numericalmodeling aims
to theoretically study the parameters of the combustion chamber and the influence of the
two-stage steam injection on the environmental characteristics of the hybrid installation,
as well as to provide practical recommendations for improving the combustion device.

The geometric model of the combustion chamber (Fig. 2) consists of the following
main elements: a diffusion swirler, a flame tube, an outlet diffuser, as well as tubes for
hydrogen and superheated steam supply. Additionally, the flame tube housing includes
eight openings for supplying primary air to the combustion zone and eight openings for
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supplying secondary air to the mixing (dilution) zone. The diffusion swirler provides
the supply of a portion of primary air and environmental steam. Through the collector
located in the middle of the flame tube, steam is injected into the dilution zone, creating
a high-energy mixture with the working fluid. Moreover, two ducts for flame transfer
are provided in the design.

Fig. 2. Three-dimensional geometric model of the combustion chamber: 1 – nozzle for supplying
hydrogen and environmental steam; 2 – air swirler; 3 – flame tube; 4 – air inlet after the compressor;
5 – input diffuser; 6 – power steam supply duct; 7 – outlet diffuser of the flame tube

Based on the geometric model, a finite-element model of 1/24 part of the combustion
chamber (Fig. 3) was created, which consists of 3.8 million tetrahedra.

Calculations of processes within the combustion chamber of a steam-injected gas
turbine engine were carried out using the CFD software suite Ansys Fluent [26].

4 Environmental Characteristics of the Combustion Chamber
of a Hybrid Gas-Steam Turbine System

A series of three-dimensional CFD simulations were conducted, varying the amount of
steam injected into the primary zone (via nozzle 1 in Fig. 2) and the dilution zone of the
combustion chamber through duct 6. The total quantity of superheated steam entering
the combustion chamber, denoted as Gss, remained constant.

Figure 4 displays the distribution of mass fractions of water vapor (H2O) along the
longitudinal cross-section of the flame tube under different ratios of Genv.s/GcCGTE ,
where Genv.s represents the flow rate of environmental steam through the primary zone
of the combustion chamber. It’s evident that at the maximum supply of environmental
steam to the primary zone, vapor concentrations along the length of the flame tube are
relatively uniform. Augmenting the steam quantity leads to a decrease in gas temperature
and the suppression of nitrogen oxide formation.
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Fig. 3. Finite element model of a combustion chamber with steam injection

(a) (b)

(c) (d)

Fig. 4. Mass fractions of water vapor in the cross-section of the flame tube: (a) –Genv.s/GcCGTE
= 0.03; (b) – 0.06; (c) – 0.12; (d) – 0.15.

This is evidenced by the data presented in Fig. 5, where the mole fraction of nitrogen
oxide (NO) in the outlet cross-section of the flame tube is shown for the same ratios of
environmental steam and air through the combustion chamber of the contact-type gas
turbine engine.
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(a) (b)

(c) (d)

Fig. 5. Mole fractions of nitrogen oxides at the outlet of the flame tube: (a) – Genv.s/GcCGTE =
0.03; (b) – 0.06; (c) – 0.12; (d) – 0.15.

Figure 6 presents the graphical dependence of emissions of nitrogen oxide NO in
the outlet section of the combustion chamber on the ratio Genv.s/GcCGTE .

Fig. 6. Emissions of nitrogen oxide NO depending on the ratio Genv.s/GcCGTE
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To comply with European regulations for nitrogen oxide emissions from gas turbine
engines [27], which are required to be lower than 25 ppm under nominal conditions,
the ratio of Genv.s/GcCGTE should be around 0.1. This consideration is crucial when
modernizing current-operated contact-type gas turbine engines and designing future
ones.

Figure 7 presents distributions of several parameters across the cross-sections of the
flame tube for a ratio of Genv.s/GcCGTE= 0.12.

One can observe the complete combustion of gaseous hydrogen up to the point of
introducing primary air into the flame tube. It’s also worth noting that the overall non-
uniformity coefficient of the temperature field at the exit of the combustion chamber will
be higher when steam injection is compared to traditional “dry” chambers.

(a) (b)

(c)

Fig. 7. Contours of temperature, K (a), mass fraction of hydrogen (b) and mass fraction of water
vapor (c) in cross-sections of the combustion chamber

This undesirable phenomenon can be mitigated by adjusting the distribution of sec-
ondary air around the flame tube’smixer region andmodifying the geometry of themixer
itself. It’s noteworthy that for all investigated operating modes, there were no instances
of flame flashback observed within the volume of the burner device. This reiterates the
advantages of the proposed hydrogen combustion method.
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5 Conclusion

Ahybrid unit schemeoperating onhydrogen has been proposed,which includes a simple-
cycle gas turbine engine, a gas turbine engine with steam injection into the combustion
chamber, and a steam turbine. CFD technology was used to design an advanced com-
bustion chamber powered by hydrogen. A three-dimensional mathematical model for
turbulent chemically reacting flows in gas turbine combustion chambers with steam
injection has been developed, based on the numerical solution of a system of differential
equations that describe the fundamental principles of energy conservation and chemical
component transfer in a turbulent chemically reacting system. The estimated emission
of nitrogen oxides at the exit of the hybrid gas-steam plant is equal to 12.3 ppmwhen the
ratio of the consumption of environmental steam to the air flow rate through the com-
pressor of the contact-type gas turbine engine is 0.12. This emission level fully complies
with international standards for toxic component emissions. For all investigated operat-
ing modes of the combustion chamber with two-stage steam injection, no instances of
flame flashback were observed within the burner device volume.
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Abstract. The main objective of this paper is elaborating effective numerical
methods for analyzing influence of different devices installation to mitigate liquid
vibrations in partially filled rigid reservoirs. The cylindrical shells with horizontal
and vertical baffles are considered as fuel tanks models. The baffles are installed
for sloshing mitigation that is especially topical to ensure stability of launch vehi-
cles. The floating cover is also analyzed as sloshing damper. Reduced boundary
element method is involved into numerical simulation as well as mode superpo-
sition technique. Vibration modes, obtained at solving spectral problems are used
onwards as basic functions in series for an unknown potential and a free surface
elevation. The effective new method for calculating the one-dimensional singu-
lar integrals is used. The novelty of the proposed approach consists in analyzing
the different devices efficiency on sloshing mitigation under harmonical loadings.
Next stage of the research will be devoted to studying dampers efficiency under
impulse and seismic loads.

Keywords: Fluid-Filled Reservoirs · Boundary Element Method · Sloshing
Mitigation

1 Introduction

The problems of launch vehicles stability during manoeuvres under variable gravity and
filling levels of fuel tanks has been acutely faced by space technology engineers and
designers since the middle of the last century. The first missions to Jupiter were unsuc-
cessful due to loss of stability and descent of the launch vehicle from the calculated
trajectory. As it has been turned out later, the failures were associated with the coin-
cidence of the frequency of regulating apparatus with the fundamental frequencies of
sloshing. It should be noted that sloshing frequencies depend significantly on the liquid
filling and gravity levels. Sloshing effects are also crucial in oil reservoirs and other
storages for toxic and inflammable liquids under action of suddenly applied intensive
loadings. So, a lot of devices are introduced to mitigate sloshing. Among them there are
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baffles and floating covers. It should be noted that an adequate check of the damper’s
effectiveness is only possible after its installation. But very often this is an expensive
and not always safe procedure. Therefore, computer modeling the dynamic processes
in tanks in the presence of damping devices is relevant in order to choose the most
appropriate parameters of partitions and floating covers. Such modelling requires the
development of effective methods for numerical analysis of liquid sloshing in reservoirs
and fuel tanks. The methods based on boundary elements techniques are proposed and
analysed in this paper. The purpose is to estimate the different dampers influence on the
process of sloshing mitigation.

2 Literature Review

Since the middle of the last century, the efforts of scientists and engineers have been
aimed at creating and testing various damping devices to mitigate sloshing in tanks
partially filled with liquids. Since analytic solutions can’t be obtained for reservoirs
with complicated geometrical shapes, a lot of numerical methods have been proposed for
solutions of spectral boundary value problems (SBVP) of liquid sloshing. The solution
of the SBVP is essential for obtaining the basic functions in forced vibration analysis [1].
For tankswith horizontal baffles the boundary elementmethod (BEM)was applied in [2],
in [3] the iso-geometricBEMwas used to study sloshing in reservoirswith porous baffles.
The main objective of research devoted to baffles in reservoirs consist in determining the
optimal structure parameters [4], in [5] the optimum ring baffle design was proposed to
optimize the structural strength of tanks subjected to resonant seismic sloshing. Along
with BEM techniques, some advanced numerical methods based on immersion approach
and concern with launch vehicle strength and stability should be mentioned [6]. Finite
element and finite volume methods also received further development, the impetus for
whichwas the need for correct calculations of the strength and vibrations of newpowerful
launch vehicles. The finite volumes method has obtained its further development in [7].
Effective variant of coupled finite (FEM) and boundary element methods (BEM) was
proposed in [8] for studying the liquid vibrations in tank with baffles. A comprehensive
and well-founded review of sloshing research is provided in [9]. To suppress sloshing,
various damping devices are used, such as horizontal [10] and vertical [11] baffles, free
surface coverings [12], as well as membrane covers [13]. Different elastic baffles were
studied in [14]. Innovativematerials for strengthening fuel tankswere considered in [15].
Despite significant advances in the study of dampers to reduce sloshing amplitudes, a
number of issues remain unexplored. Among them there are floating covers influence,
and themutual action of horizontal and vertical loads. The objective of this paper consists
in analyzing the liquid vibrations in the partially filled rigid reservoirs including influence
of different devices installed to mitigate sloshing. The paper considers the fluid-filled
tanks subjected to coupled vertical and horizontal loadings. The crucial issue here is
to analyze the liquid free surface behavior in the tank and to estimate the mitigation
of possible level changings. Novelty of the proposed approach consists in analyzing
the influence of dampers on sloshing mitigation under coupled vertical and horizontal
loading as well as the floating cover installation.

The paper has been organized as follows. At first, the own liquid vibrations are
considered in rigid reservoirs without baffles and floating covers. So, the SBVPs [16]
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are solved. Next, installation of vertical baffles is estimated, and then the multi-domain
BEM [17] is applied to spectral problem for cylindrical shell with horizontal baffles. The
floating cover installation is discussed further. After receiving the basic functions as a
result of the spectral problem solution, the second order system of ordinary differential
equations is obtained.

3 Research Methodology

3.1 Problem Formulation

Processes of mitigating liquid vibrations in fuel tanks in presence of different damping
devices are considered. Cylindrical shells with and without baffles are chosen as the fuel
tanks models. The liquid is supposed to be an inviscid and incompressible one, and its
flow induced by the vibrations of the tank walls, is irrotational. So, there exist a potential
�, satisfying the next boundary value problem:

∇2� = 0,
∂�

∂n

∣
∣
∣
∣
S1(t)

= 0, p − p0 = 0,
∂�

∂n
= ∂ζ/∂t

√

1 + |∇ζ |2
∣
∣
∣
∣
∣
S0(t)

(1)

for the Laplace equation in the time-dependant domain Q(t), with boundary surfaces
∂Q(t) = S1(t) ∪ S0(t), Fig. 1a). Here S1(t) is the wetted surface of the tank, S0(t) is the
liquid free surface,n is an outward unit normal vector to the surface, an unknown function
ζ = ζ(x, y, t) describes the free surface position and level, p is the liquid pressure, and
p0 is the atmospheric pressure.

(a) (b) (c) (d)

Fig. 1. Cylindrical shells with different dampers

The Bernoulli equation is used for evaluating the pressure p

p − p0 = −ρl

[
∂�

∂t
+ ax(t)x + (g + az(t))ζ + 1

2
(∇�,∇�)

]

, (2)

where ρl is the liquid density, g is the acceleration of gravity, and ax(t), az(t) are driving
force accelerations in the horizontal and vertical directions.
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To obtain a unique solution of system (1)-(2) the Neumann condition is added [1].
For shells of revolution, the unknown functions ζ and � can be expressed in cylindrical
coordinate system (r, θ, z) by the next way [18]:

ζ(r, θ, t) =
∑∞

k=1

∑∞
k=1

dkj(t)cos(jθ)ζkj(r), (3)

�(r, θ,z, t) =
∑∞

k=1

∑∞
j=0

ḋkj(t)cos(jθ)ϕkj(r, z). (4)

Here functions dkj(t) are unknown time-dependent coefficients for each wave number j,
the basic functions ζkj(r) andϕkj(r, z) are solutions of the linear SBVP [19] formulated at
surfaces S0 = S0(0) and S1 = S1(0), independent on time. These SBVPs are following:

∇2ϕkj = 0,
∂ϕkj

∂n
= 0�

S1
,
∂ϕkj

∂n
= ∂ζkj

∂t

∣
∣
∣
∣
S0

. (5)

The next relations are valid on the free surface

ζkJ (r) = ∂ϕkJ (r, z)

∂z

∣
∣
∣
∣
S0

= χ2
kj

g
ϕkj(r,H ). (6)

Here z =H is the free surface elevation in the state of rest, Fig. 1a). So, function ζ(r, θ, t)
is presented by the following series:

ζ(r, θ, t) = 1

g

∑n

k=1

m
∑

j=1

cos(jθ)χ

2

kj

ϕkj(r,H )dkj(t). (7)

where χ2
kj are fundamental frequencies [20]. Supposing spectral problem (5) is solved,

the obtained basic functions ϕkj(r, z) are substituted into linearized dynamical boundary
conditions on the free surface. This leads to the following differential relations:

∑M
k=1

∑m
j=0 d̈kj(t)cos(jθ)ϕ(r,H ) + ax(t)r+

∑M
k=1

∑m
j=0 dkj(t)cos(jθ)χ

2
kj(1 + az(t)/g)ϕkj(r.H ) = 0.

(8)

As in [1, 21] the only 0th and 1st harmonics are accepted for study.
Performing dot product of relations (8) by functions ϕlm(r,H )cosmθ, m = 0,1, due

orthogonality of basic functions [1], one can obtain the second order system of ordinary
differential equations relative to d0k(t), d1k(t) for k = 1,…,M.

d̈k0(t)+χ2
k0(1 + az(t)/g)dk0(t) = 0, (9)

d̈k1(t)+χ2
k1

(

1 + az(t)

g

)

dk1(t) + ax(t)Fk1 = 0,Fk = (r,ϕk1)

(ϕk1,ϕk1)
.

Suppose that the tank under consideration was at state rest at the initial time.
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3.2 Fuel Tank Without Baffles

The unknown potential �(r,θ,z,t) is presented using Green’s third identity as follows:

2π�(P0) =
¨

S

∂�

∂n
1

|P − P0|dS −
¨

S
�

∂

∂n
1

|P − P0|dS. (10)

Here S = S1 ∪ S0, both points P and P0 are at the surface S, and by |P − P0| is the
Cartesian distance between points P and P0 is denoted. With substituting boundary
conditions (5) and (6) into equality (10), and dropping indexes kj, the following system
of singular integral equations is obtained:

2πϕ +
¨

S1
ϕ

∂

∂n

(
1

r

)

dS1 − χ2

g

¨
S0

ϕ
1

r
dS0 +

¨
S0

ϕ
∂

∂z

(
1

r

)

dS0 = 0, (11)

−2πϕ −
¨

S1
ϕ

∂

∂n

(
1

r

)

dS1 + χ2

g

¨
S0

ϕ
1

r
dS0 = 0, r = |P − P0|.

Such systems are solved numerically for each vibration mode kj, For the shell of
revolution, system (11) is reduced to the one-dimensional ones

2πϕ(z0) +
∫

�

ϕ(z)	(z, z0)r(z)d� −
∫ R

0
q(ρ)
(P,P0)ρdρ = 0,P0 ∈ S1, (12)

2πϕ(z0) +
∫

�

ϕ(z)	(z, z0)r(z)d� −
∫ R

0
q(ρ)
(P,P0)ρdρ = P0 ∈ S0.

Here � is the shell of revolution’s generatrix, q(ρ) = ∂ϕ
∂n , and

	(z, z0) = 4/
√
a + b

{

1

2r

[

ρ2 − ρ20 + (z0 − z)2

a − b
El(k) − Fl(k)

]

nr + z0 − z

a − b
El(k)nz

}

,

(13)


(P,P0) = 4√
a + b

Fl(k), a = ρ2 + r20 + (z − z0)
2, b = 2ρρ0.

In kernels (13) the following generalized elliptical integrals are introduced

El(k) = (−1)l
(

1 − 4l2
)∫ π/2

0
cos2lθ

√

1 − k2sin2θdθ, (14)

Fl(k) = (−1)l
∫ π/2

0

cos2lθdθ
√

1 − k2sin2θ
dθ, k2 = 2b

a + b
, l = 1.

For numerical evaluation of the obtained singular integrals the effective numerical
method is used [22].After solving system (11) the basic functionsϕkj(r, z) are substituted
into Eqs. (9) for simulating the filling level time-history.
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3.3 Fuel Tank with Vertical Baffles

The liquid free vibrations in the rigid cylindrical tank of radiusRwith two vertical baffles
are considered, (Fig. 1b). For this tank the wetted surface S1 is following:

S1 = {z = 0 ∪ r = R ∪ θ = 0 ∪ θ = π
2 }.

So, for this quarter shell the following linear boundary value problem is formulated:

∇2� = 0,
∂�

∂r

∣
∣
∣
∣
r=R

= 0,
∂�

∂z

∣
∣
∣
∣
z=0

= 0,
1

r

∂�

∂θ

∣
∣
∣
∣
θ=0,θ= π

2

= 0, p − p0 = 0
∂�

∂n

= ∂ζ

∂t

∣
∣
∣
∣
S0

(15)

With integral presentation (10), the resolving system of singular integral equa-
tions takes form (12)-(13), but in expressions for generalized elliptic integrals (14) it
is accepted that l = 2. After solving spectral problem (15), the liquid vibration frequen-
cies and modes in the tank with vertical baffles are received. These modes are used as
basic functions for solving system (9) to estimate the changing in filling level.

3.4 Fuel Tank with Horizontal Baffles

Themulti-domain boundary elementmethod [2, 23] is used to determine liquid vibrations
in the tank with horizontal baffles. Here the artificial interface surface Sint is introduced
[2], which divides the liquid domain into two parts �1 and �2, bounded by the surfaces
Sbot, S1, Sbaf, Sint and S2, Sbaf, Sint, S0, respectively, Fig. 1c). The boundaries of �1 and
�2 are

∑

1 = Sbaf ∪ S1 ∪ Sbot ∪ Sint,
∑

2 = Sbaf ∪ S2 ∪ Sbot ∪ S0.
Denote the potential values at nodes in S1, S2, and S0 as ϕ1, ϕ2, and ϕ0, respectively.

Fluxes q1, q2 are known at the rigid parts S1∪Sbot and S2∪Sbot from the non-penetration
boundary conditions; on the free surface the unknown flux is denoted as q0. The values of

the flux and potential on the interface surface Sint are the unknown functions q1 = ∂ϕ
∂n

∣
∣
∣
Sint

,

q2 = ∂ϕ
∂n

∣
∣
∣
Sint

, Sint ∈ j, j = 1, 2. It should be noted that the following compatibility

conditions are valid on the interface surface [2]:

ϕ1 = ϕ2, q1 = q2. (16)

Denote as
∼
S1= Sbaf ∪ S1 ∪ Sbot,

∼
S2= Sint,

∼
S3= Sbaf ∪ S2,

∼
S4= S0 and introduce

operators

A(S, σ)ψ =
¨

S
ψ

∂

∂n

1

|P − P0|dS,B(S, σ)ψ =
¨

S
ψ

1

|P − P0|dS,P0 ∈ σ. (17)

In formulas (17), the surfaces S and σ can be different or coincide. If the surface
S coincides with σ, then the integrals in (17) are singular ones, and at their numerical
implementation, the presence of these singularities has to be taken into account. The ker-
nels here are significantly non-homogeneous, and standard quadrature lose its accuracy.
So, the special algorithms for calculating such integrals [17, 22] are involved. Using
(17), the matrices Aij = A

(

S̃i, S̃j
)

and Bij = B
(

S̃i, S̃j
)

are introduced.
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Applying the multi-domain approach [23], system (12) is received as follows:

A11ϕ1 + A12ϕ1i = B12q1,P0 ∈ ∼
S1,A21ϕ1 + A22ϕ1i = B22q1,P0 ∈ ∼

S2, (18)

A32ϕ1i + A33ϕ2 + A34ϕ0 − ω2B34ϕ0 = −B32q1,P0 ∈ ∼
S3,

A22ϕ1i + A23ϕ2 + A24ϕ0 − ω2B24ϕ0 = −B22q1; P0 ∈ ∼
S2

A42ϕ1i + A43ϕ2 + A44ϕ0 − ω2B44ϕ0 = −B42q1; P0 ∈ S0,ω
2 = χ2/g.

After excluding unknowns ϕ1,ϕ1i, ϕ2, and q1, system (18) is transformed to the
eigenvalue problem Aϕ0 − ω2Bϕ0 = 0, where expressions for matrixes A and B are
presented in [2]. Solutions of this SBVP are the basic functions for estimating the free
surface level and position.

3.5 Liquid-Filled Reservoir with Floating Cover

The coupled problem of the liquid vibration in the rigid cylindrical shell with floating
membrane cover on the free surface is considered, Fig. 1d). The next system of differ-
ential equations is used for describing the liquid motion in the tank in presence of the
floating membrane cover:

μ
∂2w

∂t2
+ T�2w = −ρl

∂�

∂t
− (g + az(t))w − ax(t)x,∇2� = 0 (19)

The boundary conditions at the boundary of the liquid domain and at the membrane
contour are following:

∂�

∂n

∣
∣
∣
∣
S1

= 0,
∂�

∂n

∣
∣
∣
∣
S0

= ∂w

∂t
,

∂w

∂r

∣
∣
∣
∣
r=R

= 0, z = 0 (20)

In (19)–(20) the functionw is themembrane’s deflection,μ andT are themembrane’s
mass per unit area and tension per unit length, respectively. Equations (19) describe the
membrane vibrations at the free liquid surface, and the velocity potential behavior in
presence of the membrane. The mode superposition method is used, so [24]

w =
∑M

k=1
ckwk ,� =

∑M

k=1
ċkϕk , (21)

where wk are the own membrane modes, and functions ϕk are solutions of the SBVP

∇2ϕk = 0,
∂ϕk

∂n

∣
∣
∣
∣
S0

= ∂wk

∂t
,

∂ϕk

∂n

∣
∣
∣
∣
S1

= 0. (22)

The final step is substituting series (21) into system (12) for receiving time history
of the free surface level.
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4 Results and Discussion

The SBVPs for all tanks under consideration (Fig. 1) have been solved, and the lowest
sloshing frequencies are received. The results are shown in Table 1. Here the cylindrical
tankof radiusR=1m is examined,withfilling levelH =1m.Thehorizontal circle baffles
of radius R1 = 0.7 m are installed at levels H1 = 0.5 m or H1 = 0.9 m. The results for
these tanks were compared with ones from [1]. It was found that the lowest frequencies
correspond to first harmonic. For the shell with floating cover, the lowest frequencies of
themembrane and liquid are equals, but the sloshing frequency became lower comparing
with the shell without baffles. The results for coupled system “membrane-liquid” are
obtained for μ = 1 kg/m2 and T = 10 N/m for comparison with data [25].

Table 1. Natural sloshing frequencies for different tanks

The tank type χ11 χ21 χ31 χ41 χ51

Without baffles 4.1424 7.2286 9.1472 10.7123 11.9624

[1] 4.1424 7.2284 9.1472 10.7112 11.9616

Vertical baffles 5.4582 8.1067 9.8791 11.2574 12.657

Horizontal baffle 2.6350 6.6446 8.9661 10.6468 11.9876

H1 = 0.9m, [1] 2.6350 6.6444 8.9661 10.6467 11.9874

Membrane 3.2879 7.0231 10.0071 10.8872 12.0271

[25] 3.2899 7.0265 10.0134 10.8967 12.0567

Convergence of numerical results is achieved when the numbers of boundary ele-
ments along the walls, bottom, and radius of the free surface are equal to 150. The
obtained results demonstrate good agreement with data received by the analytically ori-
ented method [1] and finite element method [25]. Having defined the basic functions ϕk

for each tank, substitute them into system (9) for estimating the liquid level changing
under given harmonic loads. Suppose the tanks were at state of rest at the initial time.
So, initial data are following:

d0k(t) = 0, ḋ0k(t) = 0, d1k(t) = 0, ḋ1l(t) = 0. (23)

From (9) and (23) it follows that d0k(t) = 0. Consider the harmonic loads as ax(t) =
a0cosf0t, az(t) = a1cosf1t. Let’s focus on themost extreme case of parametric resonance,
when the load frequency is twice the first fundamental one of unbaffled shell. So, let
f0 = f0 = 8.28 Hz, and the amplitude’ acceleration are a0 = a1 = 0.1 m/sec2.

Figure 2 below shows time-histories of the liquid filling level in the tanks.
In case of the parametric resonance one can observe an unlimited increase in the

amplitude of fluid vibrations,which can lead to loss of stability (Fig. 2a)). The installation
of partitions leads to amplitudes decreasing (Fig. 2b),c)). In the quarter tank (Fig. 1b)),
the load frequency is close to the second fundamental one, which led to the beatingmode.
The installation of the floating cover significantly reduced the amplitude of vibrations
(Fig. 2d)), but such covers are difficult to install in fuel tanks.
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(a) (b)

(c) (d)

Fig. 2. Time-histories of the free surface level in the tanks

5 Conclusion and Future Research

Dampers in the form of baffles and floating covers have been studied to mitigate the
sloshing amplitudes in reservoirs and fuel tanks. In storage facilities for flammable
substances, installing the floating covers will reduce sloshing and prevent hazardous
contents from spilling out. In the fuel tanks of launch vehicles, it is possible to tune out
unwanted resonant frequencies by installing baffles. In the future, a study of nonlinear
fluid vibrations in tanks under impulse and seismic loads will be carried out.

Acknowledgments. The authors are very grateful to professor Stavros Syngellakis, Wessex
Institute of Technology, UK, for his constant support.
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Abstract. The work is dedicated to increasing the operational quality of pump
units for the thermal and nuclear power plants in Ukraine, which are characterized
by physical and moral aging. The problem is addressed through the development
and implementation of energy-saving control algorithms for pump units that were
realized at the Zmiiv Thermal Power Plant. A centrifugal-type circulation pump
which supplies cooling water to the condenser is considered as an example of
the implementation of the algorithm. The article presents mathematical models of
pump operation modes, conducts experimental research on their characteristics to
identify the proposed mathematical models, and determines the numerical param-
eters of energy-efficient control algorithms. Universal laws and algorithms for
energy-efficient control of pump operation modes have been developed to achieve
maximum efficiency values in their main operating modes, associated with reduc-
ing energy and fuel consumption for internal needs of power plants that is relevant
to the United Nations Development Goals.

Keywords: Algorithm · Energy-Efficient Control · Pump

1 Introduction

A significant part of auxiliary power for the internal energy needs of power plants (up to
80%) is attributed to the operation of pump and other superchargers (hydraulic, aerody-
namic, and steam paths of boilers, turbines, condensers, heat exchange equipment, and
heating systems). At the stage of designing and commissioning Ukrainian power plants,
serious scientific research to ensure maximum efficiency of these systems was typically
not carried out. The issue becomes particularly critical during the operation of power
units under variable modes and due to various independent structural modernizations of
pumps and networks. Therefore, it is precisely in this direction that significant reserves
for energy saving and implementation of energy-efficient control should be conducted.

The design norms of energy consumption for the internal needs of power plants
constitute 3–7%. However, over the last 10–20 years, due to moral and physical
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aging of power equipment and deviations from the designed operating modes, energy
consumption for internal needs has been increasing [1].

According to the United Nations’ Sustainable Development Goals, energy-saving
approaches can help reduce fuel costs and greenhouse gas emissions, thus impacting the
environment and the profitability of power plants. The goals emphasize the importance
of ensuring access to affordable, reliable, sustainable, and modern energy for all (Goal
7) while promoting actions to combat climate change and its impacts (Goal 13) [2, 3].

2 Literature Review

Literature review concerning control systems and operation of pumping units primar-
ily address general technical issues such as structure, completeness, purpose, technical
requirements, safety rules, transportation, etc. [4–10] However, they do not define scien-
tific and methodological principles for ensuring optimal energy-saving modes of pump
operation under variable loads. The current regulatory documents lack comprehensive
and effective solutions capable of significantly reducing energy losses in pumping units
to ensure the necessary performance indicators of the technological process, quality,
reliability, and safety.

Problems of energy and resource saving in pumping units were considered in articles
[11–15]. Scientific works [16–20] are devoted to issues of the qualimetry.

The purpose of this work is to improve the operational quality of power plant pump-
ing units through the development and implementation of energy- and resource-saving
control algorithms.

3 Mathematical Models and Experimental Studies of Pumps

The basic object of the research is a pump (Fig. 1) designed for supplying liquid in
technological processes of power plants of the required volumes.

One of the most powerful pumps, crucial for determining the efficiency of the power
unit’s operation and ensuring the necessary operationalmodes of the low-pressure system
(steam turbine condenser and its auxiliary equipment), is the circulating pump that
supplies cooling water to the condenser.

The operation of pumps directly influences the efficiency of themain equipment at the
power plant. For instance, the power of the circulating pump and the water flow through
it determine the parameters of the vacuum in the condenser, subsequently affecting the
energy efficiency of the turbine’s operation. Analysis has shown that increasing the
flow rate of the circulation water improves the vacuum and enables more electricity
generation. However, this also leads to increased power consumption by the circulating
pump.

The pump’s power constitutes more than 0.5% of the power of the unit in general and
nearly 10% of the internal power requirements of the 300 MW unit at Zmiiv Thermal
Power Plant (TPP). The passport data of the circulating pump is provided in Table 1.

The energy efficiency of pumping systems is determined by the hydraulic character-
istics of the network they operate within. In turn, the network’s characteristic is defined
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Fig. 1. Scheme of the pump unit: a) schematic diagram of the pump unit, b) installation diagram
of measuring devices; 1 and 2 – receiving and pressure tanks; 3 – pump; 4 and 5 – suction and
pressure pipelines; P is the pressure; Z is the level.

Table 1. Passport data for the circulating pump at Zmiiv TPP

Type Nominal engine
power Nen, kW

Flow rate Q,
m3/h (m3/s)

Head, m Rotation
frequency n, s−1

Type of electric
motor

ОП-2–145 1700 30000
(8,333)

15 4,17 – 6,25 ВДД-213/54–16

by the required flow rate of the working fluid, as well as the geometric parameters of the
network and coefficients of local and linear losses.

The solution to the optimization problem of hydraulic networks can be obtained
graphically (Fig. 2). The criterion for optimality in creating an energy-efficient control
system for pumps can be theminimumof the total energy losseswhilemaintaining neces-
sary parameters at a specified level, determined by the technological process, reliability
indicators, and other factors.

Throughout the entire flow range, the position values of the gate valve and rotational
frequency ‘n’ are determined, at which the energy losses in the pump will be minimal.
These dependencies can be utilized in microprocessor-based automatic pump control
devices and periodically updated in real-time mode. This ensures obtaining minimal
energy losses in the pump under current conditions, including the pump’s technical state,
working fluid parameters, necessary technological process parameters, and limitations.

Simplified mathematical models consist of a set of equations and can be identified
based on experimental characteristics:
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Fig. 2. The graphical representation of solving the problem of energy-saving control of pumping
units through frequency-throttle regulation.

The pump flow rate (the flow rate at operating point):

Qp = An
Qp

· n + A
xgv
Qp

· xgv + CQp , (1)

where n is the rotational speed, xgv - the gate valve position, A and C – the linearization
coefficients.

The pump head:

Hp = AHp · Q2
p + BHp · Qp + CHp , (2)

where A, B, C – the corresponding linearization coefficients.
The pump efficiency:

η = Aη · Q2
p + Bη · Qp + Cη. (3)

The pump power consumption:

Ncom = Ne

ηe
= Cx

N xgv + Cn
Nn. (4)

where Ne and ηe are the electric power and efficiency.
Experimental studies of the circulating pump OП-2–145 at the 300 MW Zmiiv

TPP unit, whose characteristics are presented in Fig. 3, demonstrated the reliability of
simplified mathematical models (1 - 4) and revealed potential energy-saving effects with
various control methods.

Based on experimental research, the relationship between the relative efficiency
η∗ = η/ηmax and the flow rate Q for various rotational frequencies has been established
(Fig. 4).

At the power plants, control of the circulation pump is achieved at a single frequency
by altering the local resistance of the gate valve.
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Fig. 3. Experimental studies of the ОП-2–145 circulation pump at the Zmiiv TPP.

The authors have defined a control law for the circulation pump, under which the
efficiency will be maximum:

n(Q) = 0, 001045 · Q2 + 0, 95495 · Q − 1, 8794. (5)

or in the linear approximation:

n(Q) = 0, 9703 · Q − 1, 9353.

Based on mathematical modeling and approximating experimental data, in accor-
dance with the proposed methodologies for determining energy-efficient operating
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Fig. 4. Dependence of the relative efficiency η∗ = η/ηmax on the flow rateQ for various rotation
frequencies.

modes of pumps, universal dimensionless dependencies of the pump’s rotational fre-
quency corresponding to the maximum efficiency values have been constructed as a
function of flow rate (Fig. 5).

Fig. 5. Dimensionless dependencies of the rotational frequency corresponding to maximum
efficiency for the ОП-2–145 pump.

These dependencies can be utilized for developing regulatory methods and technical
conditions for creating energy-saving systems of automated control for various types of
pumps in power plants.

4 Algorithm for Energy-Saving Control of Pumping Units

The automatic control system of the pump is a complex of technical devices that ensures,
without operator involvement, the specified rotation frequency of the pump rotor and
the position of the gate valve in accordance with the operating mode of the main
technological object.
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Energy-saving control of pumping units involves determining the necessary rota-
tional frequency of the working wheel and the position of the gate valve at which losses
will be minimal within specified constraints. The solution to this problem depends on
the parameters of the pump and the network it operates on. For preliminary adjustment
of the working wheel’s rotational frequency, a separate regulator can be used, which
operates to implement similarity equations. The algorithm of its operation is shown in
Fig. 6. The coefficient of hydraulic friction, λ, is a function of the flow regime of the
liquid, determined by the Reynolds number criterion Re.

The application of a regulated electric drive ensures energy conservation and enables
the attainment of new qualities within systems and objects. Significant energy savings
are achieved through the adjustment of technological parameters. For instance, in the
case of a pump, it’s possible to maintain pressure or regulate productivity.

Fig. 6. The regulator for energy-saving control of pumping units.

The complete algorithm for energy-saving control of pumping units is depicted in
Fig. 7.

A graphical representation of energy-saving control solutions depending on the
parameters of the pump and the network is shown in Fig. 8.

The developed algorithm is unified and multifunctional. It allows for frequency-
throttle regulation, changing the blade angle, and adjusting the pump’s wheel diameter.

The algorithm enables the determination of both the base characteristics of the pump
and the network, as well as their current values. This allows for a comprehensive assess-
ment of the pump and network’s technical condition (the diagnostic effect), building a
database of pumping unit operation parameters, and identifying optimal operationmodes
for the pump over a wide range of flow rates in terms of minimizing energy losses.
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Adjusting the gate valve characteristics can be implemented in cases where the pump
operates in a higher-level automated control system, for instance, a condenser. Main-
taining optimal characteristics for the higher-level structure may prove more efficient
than compromising the pump’s efficiency through additional gate valve regulation.

Fig. 7. Algorithm for energy-saving control of pumping units.
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Fig. 8. Graphical representation of the energy-saving control solution depending on the parame-
ters of the pump and the network.

5 Conclusions

Based on a series of theoretical and experimental studies conducted by the authors of
the article, along with a synthesis of scientific experience, algorithms for energy-saving
control of power station pump units have been developed.

The obtained analytical dependencies and calculation methods for optimal operation
modes of power plant pump units significantly reduce energy consumption for driving
these units while maintaining process parameters.

The research findings have been practically implemented in the automated control
systems of circulation pumps in the Zmiiv Thermal Power Plant, PJSC ‘Centrenergo,’
and can be beneficial for power stations both in Ukraine and abroad.
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Abstract. Employing interstage contact cooling techniques can enhance the effi-
ciency of multistage air compression, which is critical for gas turbine perfor-
mance. Traditionally, intercooling has relied on ambient cooling methods. The
proposed solution utilizes a thermopressor in the intercooling system. To exam-
ine the complex thermophysical phenomena occurring within the thermopres-
sor, a computational model based on the finite volume technique was devel-
oped. The discrete phase models enabled simulating the water evaporation. The
simulation quantified key output parameters representing the primary two-phase
flow (air-water) characteristics at the thermopressor outlet. The results showcase
the thermopressor’s effectiveness in realizing finely-dispersed water atomization,
consequently enabling near-isothermal compression. Hence, applying the ther-
mopressor could substitute traditional air cooling, decreasing compressor work
and power by about 10%, while simultaneously increasing working fluid mass
flowrate, ultimately translating to improved gas turbine performance. The con-
sistent results validate the feasibility of substituting conventional inter-cooling
via the designed thermopressor leading to improved gas turbine efficiency and
operational economy.

Keywords: Evaporative Cooling Techniques · Efficiency · Compressor ·
Specific Power

1 Introduction

Conserving energy resources is a critical challenge in the global economy, especially in
the operation of power plants employing gas turbine technology. The compressor is a
key component, utilized to produce pressurized air. To achieve higher pressures, multi-
stage configurations are employed, with sequential compression across discrete stages.
Implementing interstage cooling (returning air to initial temperature) between compres-
sion stages can substantially reduce energy consumption, bringing the process closer to
isothermal compression. This directly enhances cycle efficiency and compressor perfor-
mance, increasing by 1% for every 3 degrees reduction in inlet temperature [1]. Studies
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by Azizifar et al. confirm intercooling meaningfully reduces cycle energy consumption,
particularly in summer, with up to 9.6% possible savings. Several technologies seek
improving multistage compression efficiency [2].

Significant research targets injecting water/steam to humidify the working fluid,
consequently lowering temperature. Hence, advanced theoretical, numerical, and exper-
imental investigations into enhancing multistage compressor performance are presently
demanded within gas turbine power plants. In summary, interstage cooling methods are
important for thermal efficiency and compressor effectiveness in gas turbine power
systems. More research focused on cooling approaches and their feasibility is still
required.

2 Literature Review

Research into evaporative cooling techniques at compressor inlets and interstages within
gas turbine engines emerged in the 1950s, with early contributions by Brown Boveri [3],
Jones et al. [4], and Wilcox et al. [5]. The primary aim was reducing air compression
work via water injection (Fig. 1).

General Electric’s (GE’s) SPRINT intercooling technology effectively employs
water injection for contact cooling in two-stage compressors, decreasing compressor
drive power by up to 15% [6]. Similarly, in 1990s Japan, The Tokyo Electric Power
Co.’s 122 MW gas turbine prototype with 220 kg/s air flow realized a relative humidity
increase to 90% using interstage water injection [7].

The TopHAT concept by Alpha Power Systems recovers waste heat by heating com-
pressed air with exhaust gases while simultaneously enabling wet compression through
uniform SwirlFlash water injection [8].

Recent computational studies by Lin et al. analyzed the impact of 5–100 microns
diameter water droplets injection on compressor inlet airflow dynamics. Varying liquid
injection speeds (10–80 m/s), water flow rates (1–10 kg/s) and spray angles (15–75
degrees) resulted in approximately 130 K temperature decrease and 2% lower friction
losses compared to dry air [9]. In summary, water injection techniques for direct evapo-
rative cooling and interstage humidification have been researched since the mid-1900s
for boosting gas turbine efficiency.

While these studies showcase the immense potential of compressor “wet compres-
sion”, some considerable efficiency limitations persist in its implementation. A key
impediment is inappropriate liquid phase flow behavior, particularly blade and casing
deposition, which results in substantial energy losses. Reasons for declining compres-
sor power include inadequate water evaporation, extra losses from droplet accelera-
tion/deceleration through deposition and stripping, and liquid films-induced frictional
losses. These effects counter the benefits of injection and deteriorate compression work
[10].

One straightforward approach tomitigate blade surface deposition is to realize highly
dispersed spraying, where droplets follow the airflow due to insufficient inertia. Prelim-
inary inferences suggest restricting droplet diameter within 10–20 microns is important
for this purpose [11, 12].
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Fig. 1. Water injection approaches for gas turbine compressor cooling.

An innovative technique for cooling and humidifying the compressed working fluid
employs a two-phase thermopressor apparatus [13]. It achieves ultra-efficient finely-
dispersed atomization and supplemental thermo-gas-dynamic compression for contact
air cooling [14].

Additional experimental and numerical studies investigating theworking phenomena
within the thermopressor are required to quantify its influence on enhancing compressor
performance and efficiency through interstage contact cooling.

3 Research Methodology

A computational approach based on the proven finite volume methodology was under-
taken to examine the intricate heat and mass transfer phenomena occurring within the
thermopressor. The numerical frameworkwas implemented inANSYSFluent to develop
a CFD model for simulating the interstage contact cooling process [15].

Established theoretical formulations representing the discretized conservation laws
of mass, momentum and energy were utilized to construct the model equations [16,
17]. The airflow was modeled as a steady, compressible, turbulence-prone, continuous
medium, employing Reynolds-Averaged Navier Stokes (RANS) equations coupled with
a two-equation turbulence hypothesis for closure [18]. By employing the standard k-ε
turbulence model as a closure model, we achieved coupling between turbulent viscosity
and stresses, heat flux, and mass.

A sequential approach was utilized to model the complex two-phase flow. Firstly, the
airflowwas independently simulated excludingwater droplet interactions. Subsequently,
the discrete phase calculations used a Lagrangian framework to determine trajectories,
sizes, velocities, positions and temperature changes of individual droplets, based on the
computed airflow field [19].
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The next stage involved coupling the discrete and continuous phases. During this
step, inter-phase exchanges ofmass, momentum and energywere numerically evaluated.
Resulting data was incorporated back into the airflow computations, enabling two-way
coupling. Simulations proceeded through iterations until attaining a converged solution.

Simultaneous interaction between the two phases leads to heat,mass, andmomentum
transfer, which alters the main flow parameters such as droplet size, heat transfer coeffi-
cient, mass transfer coefficient, relative velocity, and resistance coefficient. Accordingly,
with the constant fluctuation of the main flow parameters, a mathematical approach is
necessary for analyzing the contact cooling process based on the following assumptions:

– No heat exchange occurs between the flow part elements of the thermopressor (inlet
chamber, convergent nozzle, evaporation chamber, diffuser) and the environment.

– The air parameters correspond to the air parameters between the compressor stages
of a gas turbine engine.

– The air flow is assumed to be compressible (changes in air density significantly
influence flow velocity, temperature, and pressure).

– For modeling the two-phase flow, the airflow is assumed to be a continuous, bulk
phase (the flow is described by the Euler’s model), while the injected water droplets
are regarded as a discrete phase (the flow of separate particles is described by the
Lagrangian’s model) [20].

– Droplet evaporation occurs until complete air saturation, i.e. the partial pressure of
water vapor in the droplet boundary layer equals the saturated vapor pressure at that
temperature, while evaporation in the whole apparatus may be incomplete.

– In the thermopressor, water droplets are injected into the moving air flow at a velocity
equal toМ = 0.4–0.8.

– The cross-sectional area of the evaporation chamber is constant (the chamber shape
is cylindrical).

– The droplet shape is spherical and does not change its shape when moving in the
thermopressor’s flow part.

– The state of the vapor layer near the droplet surface is saturated.
– The injected water is a polydisperse flow (droplet range δ = 0–30 μm).
– At the inlet of the evaporation chamber, the velocity vectors of the droplets are directed

parallel to the axis of the thermopressor’s evaporation chamber.
– Droplet trajectory modeling is performed separately for each droplet.

The analysis utilized an experimental thermopressor model (Fig. 2) having the fol-
lowing dimensions: length Ltp = 387 mm; evaporation chamber diameterDch = 25 mm.
Optimized confuser convergent and diffuser divergent angles were selected as αc = 35°
and βd = 5° respectively to minimize frictional and localized pressure drop losses.

Key inlet parameters for the post-compression airflow and injected water are: inlet
air pressure P1 = 301325 Pa; inlet temperature T air1 = 473 K; inlet velocity wair1 =
55 m/s; air mass flow rate Gair = 0.29 kg/s; relative water injection velocity (ww/wair1)
= 0.33; water-to-air mass flow ratio gw = 10%; inlet Mach numberМ = 0.67.

The simulation enabled quantification of key output parameters that characterize the
essential two-phase flow (air-water mixture) properties at the thermopressor outlet:

On the simulation results, the following output parameters that represent the primary
characteristics of the two-phase flow (air-water) at the exit of the thermopressor were
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(a)

(b)

Fig. 2. 3D model (a) and experimental model (b) of the thermopressor.

obtained. These parameters include total air pressure (Ptp), air velocity (wtp), temperature
(T tp), water droplet diameter in the air flow (δd), andmass concentration ofwater (mH2O).

4 Results and Discussion

A sequential modeling approach was adopted comprising two discrete steps: simulat-
ing the “dry” thermopressor (excluding water injection) aimed to determine the inherent
pressure deficit from aerodynamic drag without interstage cooling influences, and incor-
porating liquid injection at the entrance enabled examining the comprehensive heat and
mass transfer phenomena within the thermopressor.

Notably, the airflow velocity entering the evaporation chamber is quite high, at wtp
= 326 m/s (Mach 0.67) (Fig. 3a). However, substantial thermal energy extraction for
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evaporation causes considerable velocity reduction to 230–250m/s downstream, owed to
the sharp air density rise from intense cooling. Fortunately, flow visualizations confirmed
absence of recirculation zones throughout the diffuser (Fig. 3b), mitigating additional
pressure losses.

Fig. 3. The distribution of flow velocitywtp, and turbulent kinetic energy k fields along the length
of the thermopressor Ltp during incomplete evaporation.

The analysis determined the degree of compressed air cooling achievable within the
thermopressor under different conditions (Fig. 4a):

– Complete droplet evaporation: �Ttp = 106 K.
– Partial evaporation in diffuser: �Ttp = 118 K.
– Incomplete evaporation: �Ttp = 133 K.

For the inlet temperature of 473 K (200 °C), cooling levels of 133–140 K were
attained, yielding exit temperatures between 340–367 K (67–94 °C).

The dispersed two-phase flow encounters velocity reduction to 40–45 m/s within the
diffuser, improving pressure recovery. The “dry” apparatus exhibited a pressure increase
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of �Ptp.dry = 65 kPa (21.5%). However, water injection boosted this growth to �Ptp
= 54.5 kPa (18.1%) owed to favorable thermogasic effects from vaporization. This
corresponds to 24.5 kPa (8.1%) enhancement over the baseline configuration. Overall,
the achieved outlet absolute pressure was 302.7 kPa (Fig. 4b).

Optimized injection realization facilitated substantial isothermal compression by
reducing temperatures to 94 °C from200 °C. This directly boosted pressure rise available
for the next compressor stage.

Fig. 4. The distribution of flow temperature Т tp, and absolute pressure Ptp fields along the length
of the thermopressor Ltp during incomplete evaporation.

To quantify droplet fragmentation levels and diameter reduction from partial evap-
oration, measurements were made at the diffuser exit under intentionally incomplete
vaporization conditions. The initial spray comprised between 0–30 μm droplets enter-
ing the evaporation chamber. Under these non-fully evaporated circumstances, further
breakup was achieved, with the thermopressor outlet exhibiting a finely dispersed spray
with mean diameter lowered to approximately 18 μm (Fig. 5). Moreover, a uniform
spatial distribution of the two-phase mixture was attained across the exit cross-section.
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Comparison of different relative injection ratios highlights optimum performance
for 10% liquid content. This corresponded with only 1% total pressure rise over single-
phase flow, yet demonstrated substantial 130 K cooling. Such observations reinforce
that supplying excess water beyond evaporation requirements helps mitigate frictional
losses. Hence, pressure drop can be recovered to almost initial values through appropriate
injection schemes.

Fig. 5. Droplet dispersion of sprayed water in the thermopressor flow part.

In summary, the two-phase flowfield analysis and optimization study enabled design-
ing a thermopressor capable of realizing finely-atomized sprays for efficient isothermal

Fig. 6. Dependences of efficiency (ηe), specific fuel consumption (ge), and specific power output
(Ns) concerning the total compression ratio (�πc) in compressors for the system with a surface
air cooler (SC) and system with a thermopressor (TP).
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compression along with marginal losses or even pressure enhancement to boost next
stage compressor performance.

The use of the thermopressor in air intercooling facilitates the evaporation of water
droplets during compression in a high-pressure compressor, thereby bringing the process
closer to isothermal conditions (Fig. 6).

Consequently, both compression work and compressor power experience a reduction
of up to 1–4MW. Simulation of the gas turbine plant’s operation illustrated that employ-
ing the thermopressor for cyclic air intercooling has the potential to enhance efficiency.
The injected water, post-evaporation, served as an additional working fluid, contributing
to an increase in the gas turbine’s specific power. This reduction in compressor operation,
coupled with the simultaneous increase in the working fluid within the cycle, resulted
in an efficiency improvement of �ηe = 0.01–0.02 (1–2%) for the gas turbine plant.
Therefore, it is possible to achieve a reduction in specific fuel consumption by �ge =
8 g/(kW·h). Additionally, there was an increase in the specific power of the gas turbine
by �NS = 25 kW/(kg/s), equivalent to 10%.

5 Conclusions

Implementing a thermopressor within interstage cooling schemes has been proposed
for boosting gas turbine efficiency. A CFD-based mathematical framework determined
the device’s thermodynamic performance. Integrated analysis of obtained droplet dis-
tribution metrics validated the effectiveness of extreme fine atomization and intensive
evaporation induced by turbulence and thermal mixing.

Observed droplet mean diameters reached 18 μm at the exit. Additionally, uniform
dispersion was accomplished across the section. Hence, the model enables reliable char-
acterization of two-phase flows within the apparatus to attain optimized humidification,
cooling and pressure recovery.

The use of the thermopressor in the air intercooling system enables the evapora-
tion of water droplets during compression in a high-pressure compressor, consequently
approaching the process to isothermal conditions with minimal compression work.
Therefore, the application of the thermopressor can be an alternative to traditional air-
cooling methods, and leads to a reduction in work, and consequently, the power of
the compressor by approximately 10%, while simultaneously increasing the amount
of working fluid in the cycle. This enhancement contributes to improved gas turbine
efficiency.
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Abstract. The article includes the comparison of two methods of modeling and
evaluating the dynamics of rotors in active magnetic bearings (AMBs). An anal-
ysis of the dynamics of the rotor of the turbocompressor of the gas-pumping unit
is considered, taking into account AMBs which are used as systems for control
of motion stability. Two different methods of modeling were used to simulate
the rotor dynamics of the rotor-AMBs system: the first is solid modeling which
takes into account the deformability of the hinged elements of the rotor and its
effect on its natural frequencies and critical speeds and the second is mass mod-
eling where all hinged elements are replaced by mass-inertial elements. Both
approaches are based on the application of finite element methods. The work aims
to identify the advantages and disadvantages of using different methods for mod-
eling and calculating rotordynamics characteristics of rotors supported by AMBs.
The identification is based on various static and dynamic analyses. The results of
numerical experiments are presented in the form of calculations of critical speeds
and modes of oscillation (precession). This makes it possible to judge the possi-
bility of the resonance regimes of the system and prevent dangerous situations.
Obtained results indicate the accuracy and adequacy of results generated using dif-
ferent methods. The results could be used to determine the applicability of certain
approaches depending on the specific needs of an engineer or researcher.

Keywords: Turbocompressor · Rotor Dynamics Analysis · Active Magnetic
Bearing · Package for General Technical Engineering Analysis

1 Introduction

Currently, natural gas is transported over long distances primarily through trunk
pipelines, which rely on gas compressor units (GCUs) to maintain the required pressure.
These GCUs utilize single- or multi-circuit centrifugal compressors for gas compression
[1, 2]. These compressors, integral to the functioning of the units and stations, operate
continuously and require careful attention during both the design and operation phases
[3, 4].
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Centrifugal compressors, belonging to dynamic compressors, achieve gas compres-
sion and pressure increase through the interaction of gas flow with rotating blade appa-
ratus. The compressor shaft rotation is powered by a turbine through a coupling, and
the compression occurs as the gas passes through inter-blade spaces due to centrifu-
gal forces. The compressor rotor, which consists of movable blade apparatus called
impellers, is mounted on bearings, mainly plain bearings with oil systems and active
magnetic bearings (AMBs) with control systems [5–7].

The use of high-pressure oil systems in plain bearings can be a drawback due to the
substantial rotor mass and dynamic loads during operation. Consequently, AMBs, based
on controlled electromagnetic suspension principles, are promising alternatives [8–10].
AMB systems comprise electromagnets to create attractive forces, power amplifiers for
required electromagnet currents, a microprocessor controller, and rotor position sensors
for feedback on rotor position changes [11, 12]. AMBs offer non-contact operation,
eliminating friction. However, their complex structure requires sophisticated control
systems to ensure stability [13].

Given the intricate nature of rotor-AMBs systems, their rotation, and dynamic loads,
studying rotor dynamics in AMBs is crucial [14, 15]. Accurate determination of rotor
dynamic characteristics, such as natural frequencies, critical rotation speeds, and formsof
natural or precessional vibrations, is vital during the design andmodernization stages [16,
17]. Implementing AMBs to support rotors presents an algorithmic approach to reduce
vibrations and excitations, necessitating the development of mathematical models for
the precise determination of critical speeds and corresponding forms of rotor oscillations
[18]. These parameters significantly influence rotor forced oscillation amplitudes within
the AMB air gap.

2 Literature Review

Various methods and approaches have been developed to understand the distinctive
features of rotors. One approach involves employing mathematical techniques such as
Lagrange or Lagrange-Maxwell, particularly in the case of electromechanical systems
like rotors in active magnetic bearings [19]. This method formulates a mathematical
model as a system of differential motion constraints involving generalized coordinates.
The problem can be expressed in linear or non-linear forms, accounting for potential
hazards or unrelated equations of motion [14, 15]. While this method offers advantages
such as creating specific rotor system models with few unknowns, incorporating accu-
rate descriptions of bearings considering their physical and design properties [20, 21],
and providing analytical-computed formulas for precise analysis, it falls short in repre-
senting the rotor shaft and its attached elements comprehensively. This limitation can
significantly impact results when determining velocity frequencies, oscillation modes,
precessionalmotion, and other resonantmode characteristics, particularly in the presence
of geometric or physical nonlinearities.

Another approach involves numerical methods such as the finite element method
(FEM) or finite difference method (FDM). In this technique, the continuum system is
discretized into an equivalent discrete system with a high degree of freedom [22]. The
accuracy of mathematical modeling and result calculation depends on the number of
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degrees of freedom. When using finite elements, equations of motion are formulated in
a matrix form, considering the inertial, stiffness, and damping properties of the system
[23]. Linear or non-linear problem formulations are applied based on the material prop-
erties and elements [24]. This approach is commonly utilized in specialized engineering
analysis softwarewithmodules designed for rotor dynamics analysis, including software
like ANSYS Mechanical APDL (Rotordynamic Analysis) [25], NX CAE/NX Nastran
(MSC Nastran Rotor Dynamics) [26], COMSOL (Rotordynamics Module) [27], PTC
Creo (Pro/Engineer) [28], andAbaqus/Standard. These programs primarily employfinite
element approaches to provide solutions, offering analyses of natural frequencies, criti-
cal speeds, trajectories of elastic axis movement, Campbell diagrams, three-dimensional
spectra in excitation (rotation) frequency coordinates, response frequency, and oscilla-
tion amplitude. While these tools enable both linear and nonlinear analyses of various
structural aspects, selecting appropriate finite elements to accurately represent unique
rotor system elements poses a challenge [29–31].

For specific rotor dynamics analysis with a detailed consideration of traditional
rotor system components such as bearings (rolling and sliding bearings, hydrostatic
and hydrodynamic bearings, gas seals, and elastic couplings), specialized programs like
Rotordynamic Software MADYN 2000 [32, 33] and AxSTREAM RotorDynamicsTM
[34, 35] are utilized. Unlike general-purpose software, these programs allow in-depth
analyses of rotor dynamics characteristics, including Campbell diagrams, critical speed
maps, unbalance response, harmonic and transient analyses, three-dimensional spectra,
and balancing maps. They integrate the advantages of general-purpose software systems
and analytical approaches by comprehensively accounting for rotor systems and their
components.

These specialized programs offer diverse modeling options for rotor dynamics, con-
sidering various features and structural elements. Factors such as the temperature state
of mechanical seals or a hydrostatic oil film in plain bearings can be taken into account.
The inclusion of active magnetic bearings with control systems introduces unique char-
acteristics to the system.When employing engineering analysis software, the calculation
of rotor dynamics characteristics in AMB can vary based on the level of consideration
given to specific elements or phenomena. For instance, volumetric or beam-mass finite
elementmodels of the rotormay be used, and activemagnetic bearings can be substituted
with elastic-damping elements with linear or nonlinear characteristics, which may vary
based on parameters like the rotor’s rotational speed [16].

3 Initial Data to the Study

Thiswork aims to determine the advantages anddisadvantages of using differentmethods
for modeling and calculating rotordynamics characteristics of turbomachine rotors in
activemagnetic bearings using the general technical tool. This problem is solved based on
a series of computational experiments with static and dynamic analyzes on the example
of an industrial turbomachine with active magnetic bearings. The rotor of a double-
circuit turbocompressor of a gas-pumping unit is considered. Its scheme is shown in
Fig. 1.

The total length of the rotor is ~ 3 m, the mass of the shaft with attachments is ~
1600 kg, the diameter of the impellers is ~ 1.7 m. Two impellers (2) are located in the
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middle of the shaft (1). Near the right wheel is a dummy (3). Its purpose is to unload the
axial load on the rotor from the action of the gas. Two radial and one axial AMB were
used for support. The journals of the radial bearings (4) are located on both sides of the
shaft, and the disk of the axial AMB (5) is on the right. A half-coupling (6) is located
on the left end of the shaft and is used for connection with the rotor of the gas turbine
engine. This engine is the drive and ensures the rotation of the turbocompressor shaft at
the required speed to create a certain level of pressure at the outlet. The rotor speed in
the operating mode is 5000 rpm.

Fig. 1. The rotor of a gas compressor unit with active magnetic bearings.

It is supposed to apply rotor dynamics analysis tools from the general technical
software package. This package is a comprehensive toolset that empowers engineers
to simulate and evaluate the behavior of structures under diverse conditions. It plays a
crucial role in the design and validation process, helping ensure that structures are not
only safe and durable but also optimized for performance. However, the functionality
related to the control system is out of the scope of this study.

4 Creating Calculation Models Using Different Approaches

4.1 Solid Modeling of the Compressor Rotor

The construction of geometric and computational models of the rotor of a centrifugal
compressor in the software package for general technical analysis was carried out in a
full volume setting (3D model). These models are shown in Fig. 2. To create a finite
element model of the rotor as a shaft with hinged elements, three-dimensional ten-node
tetrahedral finite elements and a free meshing method were used, is shown in Fig. 3.
The properties of the material correspond to steel 1020. To simulate active magnetic
bearings, special elastic-damping finite elements are used, for each of the supports. Their
total rigidity was chosen corresponding to the rigidity of the magnetic support in the
operating mode (3.75·106 N/m). The dependence of this rigidity on the speed of rotation
of the rotor was taken into account differentially when conducting separate analyses.
The use of a three-dimensional model pursued an additional goal. This is obtaining the
inertial characteristics of all elements of the rotor of a gas-pumping unit for subsequent
use in beam-mass FE models.

To carry out verification calculations using the same software package, a beam-mass
model of the compressor rotor was created. In it, the shaft was modeled as full solid and
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the hinged elements were represented by mass FEs with mass moments of inertia. These
parameters depend on the properties of thematerial and the geometry of the attachments.
They were determined using a three-dimensional model.

Fig. 2. Geometric of solid modeled rotor

Fig. 3. Finite element models of solid modeled rotor

For the model verification the 3 additional static calculations with gravity only load
were made. The first calculation is made with mesh element size of 20 mm, the second
with 25 mm and the third one with 15 mm. The comparison is shown in Table 1.

Table 1. Model verification results

Comparison results

Mesh size Maximum Deflection, m

25 mm 5.3351·10–6
20 mm 5.5308·10–6
15 mm 5.7165e·10–6

The comparison showed that the error of calculations is approximately 3 percent.
This means that the mesh with element size equal to 20 mm can be used for further
calculations.

4.2 Beam-Mass Rotor Model

A feature of the approach is the use of beam-mass FE model for creating equivalent
simulation models. Thus, there is no possibility of geometric modeling of the hinged
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elements of the rotor, and hence the vibration modes associated with their deformation.
Such hinged elements are replaced by mass-inertial elements, as with the use of such
models in the software package for general technical analysis.

Determination of the inertial parameters of hinged elements (masses and moments
of inertia) was carried out when performing static calculations. The found mass-inertial
parameters are shown in Table 2, and the beam-massmodel of the rotor itself, is shown in
Fig. 4. Activemagnetic bearings, as in the previous case, aremodeled by elastic-damping
elements with the above stiffness values.

Table 2. Mass-inertial parameters of hinged elements

Mass-inertial elements

Name Mass, kg Ix, kg·m2 Iy, kg·m2 Iz, kg·m2

Coupling 10 0.069 0.069 0.119

Disk 1 157.9 7.069 7.069 12.724

Disk 2 157.2 6.983 6.983 12.64

Dymis 53.9 1.491 1.491 2.909

Support Bearing 51 0.7 0.7 1.394

Fig. 4. Beam-mass model of the rotor

4.3 Boundary Conditions

The two models used the same boundary conditions. They are presented by 16 springs
with the formulation Body to Ground, is shown in Fig. 5.



Methods of Parametric Modeling and Simulation Numerical Analysis 457

Fig. 5. Body-Ground boundary conditions (longitudinal stiffness 3.75·109 N/m)

5 Research Results

5.1 Static Analysis of Turbocompressor Rotor

In the first stage, a static strength analysis was carried out to determine the parameters of
the stress-strain state under the action of only the ownweight of the structurewith infinite
stiffness of the support. This analysis aims to check the identity of the rotor models built
with different methods. The results of this calculation are presented in Table 3. And in
Fig. 6.

Table 3. Static analysis results

Comparison results

Approach Maximum Deflection, m

Solid model 5.5308·10–6
Beam-mass model 5.9465e·10–6

Fig. 6. Result of static comparison
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5.2 Determination of Natural Frequencies, Shape Modes and Critical Speeds

The critical speeds of the rotor can be determined by considering or neglecting the
gyroscopic moment, factoring in the natural oscillation frequencies and accounting for
the angular speed dependence of the rotor’s rotation. Modal analysis conducted for two
approaches provides the frequencies and patterns of natural vibrations for a stationary
rotor. The resulting critical rotation speeds are outlined inTable 4.Acomparative analysis
reveals a significant agreement in the translational mode shapes. Discrepancies in critical
speed values for deformation patterns are attributed to the influence of flexible hinge
elements, as evident in the shapes.Critical velocity values obtained throughbothmethods
differ by no more than 1%, indicating high result accuracy and confirming the validity
of the calculation models. Furthermore, the accuracy of the finite element discretization
was validated by comparing nodal and elemental results frompreliminary static analyses.

Table 4. The modal analysis results

Critical speeds, rpm

Mode (precession) shape Solid model Beam-mass model

Bending nodeless 8341 8144

Bending nodeless 8377 8178

Bending with one node 21060 21143

Bending with one node 21120 21204

Bending with two nodes 24420 24480

Figures 7, 8, 9 shows the eigenmodes obtained using the general technical analysis
software packages.

Figures 10, 11, 12 display the eigenforms acquired through a beam-mass model for
rotor dynamics analysis. A comparative examination of the initial three modes medates
the accuracy of the numerical simulation.

Fig. 7. The first – bending mode of vibrations
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Fig. 8. The second – bending mode of vibrations (on another plane)

Fig. 9. The third – bending with one node.

The software package offers analyses to determine critical speeds and the patterns
of processional motion of the shaft’s elastic axis. Moreover, this package allows obtain-
ing critical speed values while considering the gyroscopic moment. Alternatively, crit-
ical speeds can be derived from damped response analysis and graphically depicted
against varying rotor speeds on the Campbell diagram. Similar analyses were con-
ducted, revealing a difference of less than 2% when comparing the results between
the approaches.

Fig. 10. The first – bending mode of vibrations (beam-mass model).
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Fig. 11. The second – bending mode of vibrations on another plane (beam-mass model)

Fig. 12. The third – bending with one node (beam-mass model).

6 Conclusion

This article investigates a detailed static analysis of the GCU turbocompressor rotor.
The main focus is on using solid modeling and mass modeling methodologies for rotor
dynamics analysis, with a special attention on their applicability in the context of taking
into account modeling features of active magnetic bearings.

The solid modeling method is used to provide a detailed understanding of individual
components, including flexible hinge elements into themodel. This allowsmore accurate
take into account the impact of these elements on natural frequencies and critical speeds
within the rotor system. The findings from this approach contribute to a more detail view
of the dynamic behavior of the system.

On the other hand, the mass modeling model is researched for its ability to speed up
calculations. This model makes easier the generation of frequency responses resulting
from unbalancing, offering understanding of the dynamic characteristics of the systems
with a focus on speed and responsiveness.

The comparative analysis of these two approaches shows that both methods give
highly accurate results in characterizing dynamic processes within rotor systems with
AMBs. A comparative analysis of the results obtained using mass and volumetric three-
dimensional models revealed that the assumptions adopted in the first of them, as well
as the failure to take into account the deformability of wheels, overestimate the values
of natural frequencies and critical rotation speeds by 3% or more for some deformation
modes of vibrations. For translational modes of vibrations the situation is opposite.

In conclusion, the choice between solid modeling and mass modeling depends on
specific project requirements and needs. Each method presents distinct advantages, and
the decision should be based on a careful consideration of factors such as computational
speed, the level of detail required, and the specific objectives of the rotor system project.
This comprehensive evaluation contributes to a more informed decision-making process
when ensuring that the chosen method aligns with the goals of the project at hand.
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Abstract. The article discusses the issues of studying the possibilities of modern-
izing components and elements of rotarymachines by static and dynamic analyzes
of structures using integrated computer systems. Such machines include gas tur-
bine and turbojet engines, turbocompressors, and turboexpanders. The main goal
of the work is to select a modified rotor design for installing a different type of
support. In this case, the search of rational design of expander-compressor rotor
unit is considered to use a combination of passive and active bearings instead
of plain bearings. Since these types of supports have different levels of support
rigidity, topological rationalization of the structure is carried out using static struc-
tural analysis (for the estimation of rotor static equilibrium position) and dynamic
analysis (for the estimation of the critical rotation speeds). The last one makes it
possible to detune critical speeds from the range of operating rotation speeds. For
the rotor of an expander-compressor unit with the impellers of the expander and
compressor cantilevered on a single shaft, multivariate calculation studies made
it possible to find a rational rotor design for the installation of magnetic bearings.
The following parameters varied within certain limits, when changing the design:
locations of support sections, diameters and lengths of shaft sections. Analyzes
were carried out using a numerical finite elementmethod. The results are presented
for the final design in the form of displacement distributions, corresponding to the
static equilibrium position, as well as the values of natural frequencies and critical
rotation speeds and the shapes corresponding to them. The accuracy of the numer-
ical simulation results was assessed using traditional finite element methods and
was confirmed by comparison with the results of model numerical experiments.
The presented approach to searching for a rational designmade it possible to prove
the possibility of using a combination of passive and active magnetic bearings as
rotor supports for small and medium-sized rotors. That reduces friction losses in
the system and provides all the other advantages of this combination of this type
of support.
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1 Introduction and Literature Review

The development of modern gas turbine and compressor technology requires constant
modernization of both machines as a whole and their separate components, based on
operating experience [1, 2]. High-tech rotary turbomachines include gas turbine engines
[3], including turbojet engines [4], turbocompressors [5], turboexpanders [6], various
electrical energy generators [7, 8], industrial fans [9]. One of themain structural elements
of such complex machines is the rotor. It consists of a rotating shaft with attachments
attached to it. Such elements are impellers, parts of support units (bearings) andmechan-
ical gas seals, couplings or half-couplings and other auxiliary parts. Impellers are the
main working elements, which, due to the special structure of the blade apparatus, can
either increase the gas pressure in the system (for example, compressors) [10] or reduce
it, converting the internal energy of the gas into mechanical energy (expanders) [11].
Often, if such a possibility exists, the impellers of several technological processes in
the operating cycle are placed on one shaft. The gas turbine engines (GTE) can be as
example [12]. They are classified according to technological operating features and are
divided into turbojet, turbofan, turboprop and turboshaft.

The common is that they are air engines. Compressed air from the compressor part
enters the combustion chamber, where fuel is supplied. Then, in a gas turbine, part of
the energy of the combustion products is converted into turbine rotation, which is spent
on compressing the air in the compressor. The rest of the energy is useful and can be
transferred to the driven unit (ground-based GTE) or used to create jet thrust (aviation
GTE). Among them there are also designs with cantilever impellers on one shaft. The
operating cycle of a gas turbine engine with a single-stage radial compressor, turbine,
recuperator and air bearings is schematically shown on Fig. 1.

Fig. 1. Gas turbine engine with single-stage radial compressor, turbine, recuperator and air
bearings [13]

Another important element of the rotor system is the rotor support units (bearings),
since they secure the rotating shaft to a stationary body. The mentioned above rotary
machines can use various types of bearings. These are sliding and rolling bearings
[14]. Rolling bearings are used much less frequently. Classic sliding bearings use oil
lubrication under pressure. It requires oil systems, that is a disadvantage.
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Sliding bearings also include [15]: hydrostatic bearings, hydrodynamic bearings,
gas-static bearings, gas-dynamic bearings and magnetic bearings. Each of these types
has its own advantages and disadvantages. For example, one of the main characteristics
is the load-bearing capacity (load capacity), which is related to the rigidity of the support.
For oil-lubricated sliding bearings, the stiffness is about 107 N/m, while for hydraulic
bearings it is an order of magnitude less ~ 106 N/m.

The correct choice of bearing units for a specificmachine is an important and complex
task. Its solution requires a thorough study of the dynamic characteristics of the rotor
system, in order to tune out possible resonances in the range of operating rotor speeds.

Mechanical engineering software packages and integrated computer systems of such
class make it possible to simulate and analyze processes of various physical natures in
various structures and machines to determine the strength and dynamic characteristics
of their elements, for example, rotors [16], impeller blades [17], bodies [18]. The task of
improving existing turbomachines is relevant and can be based on numerical simulation
of static and dynamic processes in them when making design changes [19].

The capabilities of numerical simulation of physical processes, including rotor
dynamics, are implemented in many engineering analysis software packages. Among
them are general technical software systems (with special modules for rotor dynamics
analyze) ANSYSMechanical APDL (Rotordynamic Analysis) [20], NX CAE/NX Nas-
tran (MSC Nastran Rotor Dynamics) [21], COMSOL (Rotordynamics Module) [22],
PTC Creo (Pro/Engineer) [23], Abaqus/Standard and specialized programs for rotor
dynamics analyze, e.g. Rotordynamic Software MADYN 2000 [24] and AxSTREAM
RotorDynamics [25]. Besides, such analysis can be performed using specialized
integrated computer systems [26].

This work is devoted to the consideration of one of the approaches to the para-
metric and structural modification of the “rotor-support” system based on comparative
numerical modeling with the aim of modernizing the turbomachine as a whole.

2 The Aim and Rationale of the Research

The object of these study is the rotor dynamics of the expander-compressor unit (ECU).
This unit is part of a full-size natural gas liquefaction plant. It is based on a stand for
the recondensation of methane vapor during the transportation of liquefied gas on tanker
ships. The original geometric model of the rotor of ECU is presented on Fig. 2. On a
single shaft there are two impellers (expander and compressor), radial journals and a
disk of axial sliding bearings (journal and thrust oil film bearings). This rotor with a
length of ~ 1 m and a total mass of ~ 55 kg is installed in segmented sliding bearings.
The rigidity of these supports is 1.5·107 N/m. The support scheme contains two radial
bearings and one axial thrust bearing. The operating speed range of the rotor of ECU is
from 13,500 to 15,000 rpm.

One of the most modern types of bearings are magnetic bearings of passive and
active types [27–29]. Passive magnetic bearings (PMBs) are mainly made of annular
permanent magnets and perform self-centering due to repulsive or attractive forces [30].
Their main advantage is the relative ease of manufacture, lack of energy consumption
and relatively large frequency of technological servicing. Passive magnetic bearings are
highly wear-resistant and can operate for a long time without the need for replacement.
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Fig. 2. Geometric model of the rotor of ECU of the original design

However, the main disadvantage of the PMBs is the fact, that stable levitation under
normal conditions cannot be achieved using a static passive magnetic bearing system
(proven in Earnshaw’s Theorem) [31]. The operating principle of active magnetic bear-
ings is based on the control of electromagnetic fields [32, 33]. Centering of the rotor is
achieved only due to the forces of attraction. To create the necessary restoring forces
and stabilize the position of the rotating rotor in the presence of its own imbalance and
disturbing influences, control systems are used [34, 35].

The maximum stiffness of passive and active magnetic bearings depends on their
design, dimensions and materials. The stiffness of permanent magnet bearings can reach
107 N/m. They are used in electric motors, fans, pumps and other devices. Active mag-
netic bearings have higher rigidity than passive magnetic bearings. This is due to the
fact that in AMBs the restoring force is electronically controlled. The highest rigidity of
active magnetic bearings is 108 N/m. They are used in turbocompressor, turboexpanders,
electric motors, fans, pumps and other devices that require high precision and rigidity.

Based on these data, the work sets the task of modernizing of ECU by replacing the
sliding bearings with a combination of passive and active magnetic bearings with the
obligatory detuning of the critical rotor speeds from the operating range. The support
scheme assumes the presence of twopassive radial bearings and one axial activemagnetic
bearing. This scheme was tested experimentally for a model rotor [36]. In parametric
calculation studies, the lengths and diameters of the cantilever sections of the shaft
on both sides and the location of the bearings are selected as varied parameters. The
constraints for the varied parameters are selected based on technological limitations.
The bearing stiffness is set to be the same and equal to 1.3·107 N/m, based on the
maximum possible values for PMB and AMB.

Thus, the problem of topological optimization or rationalization of the design of a
turbomachine using the example of an expander-compressor unit in order to change the
configuration of the rotor support and the rotor itself for the installation of bearings of
a different type is solved in this work.
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3 Modification of the ECU Rotor Design for Installation
of Magnetic Bearings

Since the rotor of a real operating expander-compressor unit is considered, it is a priori
assumed that for it the critical rotation speeds have been detuned from the operating
range. But when installing the rotor parts of the PMB at the locations of the sliding
bearings, the rotor mass characteristics significantly change. Such a direct replacement
leads to the increasing of rotor total mass by 15% with the same rigidity characteristics
of the shaft (see “Added radial bearing journals” on Fig. 2). It changes the critical speeds
and leads to possible resonances in the operating range of rotation speeds, which will
be shown below. Therefore, to avoid it, additional design changes are necessary.

To replace sliding bearings (journal and thrust oil film bearings) with a combination
of passive and activemagnetic bearings, a search for a structural arrangement was carried
out based onmultivariate analyzes of rotor dynamics using integrated computermodeling
and the implementation of software for engineeringmodeling and simulation of physical
processes [26]. In this case, complete three-dimensionalmodels of the rotorwith attached
elements on a single shaft (wheels and disks) were considered, and the supports were
modeled with elastic elements with given rigidity values. A finite element approach was
used for static and dynamic structural analyses.

The scheme of complete magnetic suspension with two radial PMBs and one cen-
trally located axial double-sided acting AMB is proposed in the work for ECU rotor,
tested on a laboratory stand of a complete combined magnetic suspension of a model
rotor [36]. The main distinctive advantage of such a scheme is its relative simplicity
while ensuring high reliability and relatively low cost in relation to suspension in which
AMBs are used for the stabilization in five degrees of freedom.

The series of multivariate parametric calculation studies made it possible to arrive
to the rotor design, shown on Fig. 3.

Fig. 3. Rotor design adapted for installation of magnetic bearings
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The total mass of the modified rotor, considering the rotor parts of the PMBs (sets
of permanent ring magnets), is also close to 55° kg with the lengths and diameters of
the shaft sections changed within technological ranges. With the changes made, the total
length of the rotor decreased to ~ 0.9° m.

4 Justification of the Possibility of Using PMBs as Radial Supports
of the ECU Rotor

To calculate the natural frequencies and shapes of the rotor in order to determine the
critical speeds, the finite element method was used in a three-dimensional formulation.
Finite element solution models of rotors and bearings are presented on Fig. 4. Geometric
modeling of all attached elements is carried out with mandatory compliance with mass
values, and the bearings are modeled by linking elements with the specified values of
radial and axial stiffness 1,3·107 N/m. The convergence and accuracy of the numerical
solution was checked by performing calculations of the static stress–strain state from
the action of gravity.

Thus, the models were found for which the calculated error due to grid discretization
does not exceed 1%. The results of analyzes performed using these models are presented
on Fig. 5. It was determined that the static displacement does not exceed 40µm (Fig. 5a),
and the geometry change made it possible to shift the center of mass of the rotor to the
middle between the radial supports and ensure equality of the displacements of the
centers of the support sections in the static equilibrium position (Fig. 5b).

a) b)

Fig. 4. Finite element models of the ECU rotor with elastic links: a) original; b) modified design
(195,051 and 325,815 degrees of freedom, respectively)

a) b)

Fig. 5. Static displacement of the ECU rotor due to the action of gravity: a) original; b) modified
design
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The results of calculations of natural frequencies are summarized in Table 1, and the
corresponding translational and deformation modes of the rotor’s natural vibrations are
shown on Fig. 6. They are obtained as a result of performing modal analyses.

Fig. 6. Natural mode shapes of the modified design: a) 1st; b) 2nd; c) 3rd; d) 4th; e) 5th; f) 6th;
g) 7th; h) 8th
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Table 1. Natural frequencies and critical speeds of rotation of the ECU rotor in magnetic bearings
with the given rigidity

# Movement
type
/
Direct
synchronous
precession

Original design Modified design

Natural
frequency, Hz

Critical rotation
speed, rpm

Natural
frequency, Hz

Critical rotation
speed, rpm

1 Axial
oscillations / -

77.8 - 72.2 -

2 Angular
oscillations /
Conical

93.1 5277 92.9 5571

3 Translational
oscillations /
Cylindrical

111.3 6278 101.1 6064

4 Bending
oscillations /
Curved axle

227.0 13,622 347.2 20,834

5 Bending
oscillations /
Curved axle

378.3 22,607 537.8 32,269

6 Torsional
oscillations / -

444.8 - 570.7 -

7 Torsional
oscillations / -

576.9 - 809.9 -

8 Bending
oscillations /
Curved axle

1044.9 48,619 1031.4 61,884

The calculated critical speeds corresponding to translational and deformation pre-
cessional movements allow us to judge the possibility of resonances occurring in the
operating range of 13,500–15,000°rpm. The calculation of critical speeds based on the
frequencies of the rotor’s natural oscillations is, of course, approximate and does not
take into account the dependence on the rotation speed. Refinement, taking into account
such dependence, can be made when constructing Campbell diagrams. However, even
such estimated values of critical speeds are very informative, if we take into account that
direct precession increases critical speeds, and reverse precession reduces them [37, 38].
The estimation of results of the natural vibrations analysis for the initial rotor design,
obtained on the base of a refined calculation using a volumetric model, shows the pos-
sibility of resonance occurring at operating rotation speeds (Table 1, #4). In its turn,
modification of the rotor makes it possible to detune from resonant modes, increasing
the value of the first critical speed at which the rotor makes precessional movement with
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the bended shaft axis (Table 1, #4), in 1.5 times. At the same time, the values of the criti-
cal velocities corresponding to the conical and cylindrical precession remain practically
unchanged (Table 1, #2 and #3 respectively).

5 Discussion and Conclusion

So, parametric multivariate numerical simulations made it possible to find a rational
design of the rotor of an expander-compressor unit suitable for replacing sliding bearings
(journal and thrust oil film bearings) with a combination of passive and active magnetic
bearings. This was achieved by changing the location of the thrust sections, and for
the axial thrust AMB this location was changed radically. In this case, the maximum
possible stiffnesses of known radial PMBs were used.

The results of dynamic analyze in a linear formulation showed the possibility of
detuning the critical rotation speeds of the ECU rotor modified and adapted to the set-
point of the magnetic bearings (Table 1). In this case, the critical speeds of translational
vibration modes, at which the rotor makes precessional conical and cylindrical move-
ments, are below the lower limit of the operating range. The first deformation mode of
vibration, in which the rotor makes the precession of the bended axis, has a critical speed
38% higher than the upper limit of the operating range. This combination guarantees
self-centering of the rotating rotor at speeds within the operating range.

Thus, the results of the work prove the possibility of re-equipment of the considered
expander-compressor unit by replacing the sliding bearings with a more progressive and
economical type of bearings.Of course, the final examination of the dynamic characteris-
tics of the rotor system must be carried out for the actual stiffness of a particular version
of the passive permanent magnetic bearing selected for technical use in a particular
machine. In this case, an in-depth analysis of rotor dynamics in a nonlinear formulation
is necessary [39], since magnetic bearings are nonlinear elastic supports. To a greater
extent this concerns to the PMB, since in the AMB the control laws allow us to vary the
force characteristics, setting them closer to linear. Nonlinear analysis is also required in
the presence of other structural elements made of nonlinear materials [40]. But this is a
subject for future research. It is important to note that the maximum stiffness of a passive
magnetic bearing is not always the optimal choice. In some cases, it may be necessary
to use a bearing with less rigidity to ensure the necessary smoothness of rotation or
resistance to dynamic loads.

This approach can be used tomodify the rotors of various turbomachines (gas turbine
engines, turbocompressors, turboexpanders, generators, industrial fans, etc.) in order to
switch to magnetic bearings, the use of which in new technology is very common.
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Abstract. The operating efficiency of the ship power plant (SPP) largely depends
not only on the perfection of the processes occurring in its elements, but also on
the degree of utilization of heat lost with exhaust gases and coolants. The aim of
research is to analyze the effect of exergy losses, when using the available heat
of exhaust gases in the exhaust gas boiler (EGB). A methodology was presented
for analyzing the influence of ambient and exhaust gas temperatures on the values
of exergy losses when using the available heat of exhaust gases in EGB. The
mathematical dependencies were obtained that make it possible to determine the
relationship between the operating conditions of the SPP and the parameters of
each coolant. The exergy losses, when using the available heat of exhaust gases in
theEGBwas analyzed.Analysis of calculation results showed increasing a specific
steamproduction and entropy of gaseswith decreasing the temperature in the outlet
of EGB from 160°С to 90°С. It is possible to obtain comprehensive characteristics
of the available boiler performance basing on the results ofmeasuring the operating
parameters of the boiler only in one mode.

Keywords: Ship Power Plant · Exhaust Gases · Entropy · Steam Productivity ·
Feed Water · Exergy Losses

1 Introduction

The operating efficiency of the ship power plant (SPP) largely depends not only on
the perfection of the processes occurring in its elements, but also on the degree of
heat utilization lost with exhaust gases and coolants [1, 2]. For most modern internal
combustion engines (ICE) used as main engines on ships, the total heat loss to the
environment amounts to up to 50% of the heat released in the cylinders during fuel
oil combustion [3, 4]. In this case, the operating conditions of the ICE have a certain
influence on the magnitude of these losses [5]. Their utilization does not change the
efficiency of the diesel engine, but it allows reducing the overall fuel consumption of the
SPP and increasing the efficiency of its operation [6]. Currently, most ships are equipped
with installations for using the heat of exhaust gases of ICEs - to produce steam in the
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exhaust gas boiler (EGB), and the heat of their cooling water - to obtain fresh water from
sea water in vacuum evaporation plants [7].

A rational, justified choice of the types and characteristics of these auxiliary installa-
tions at the stages of design or modernization of the SPP, made on the basis of an analysis
of the technical characteristics of the installations, taking into account the joint influence
of operational loads and environmental parameters on them, can indicate a significant
impact on increasing the operating efficiency of the SPP [8]. In addition, increasing the
level of technically competent operation of the installation will also help to increase the
efficiency of the SPP by providing the ability to select optimal operating modes of the
SPP [9, 10]. This can reduce not only heat losses fuel thermal energy, but also reduce
the level of thermal pollution of the environment.

The task of managing the efficiency of a power plant comes down to finding an
indicator that reflects the relationship between the complete use of fuel thermal energy
and the noted operational parameters. That is an indicator that provides the ability to
conduct an operational ongoing analysis of thermal efficiency. Since the main final
objectives of any method of thermal efficiency of SPP elements is to determine the
degree of thermodynamic perfection of heat use and transfer. Its results can be used to
develop measures to reduce fuel consumption and heat loss [11, 12].

A particular difficulty in developing an indicator for modern power plants is that
most of them are complex systems of combined simultaneous production of propulsive,
electrical and thermal energy. On certain types of ships, propulsion energy can be trans-
mitted to the shaft line simultaneously from the main engine, recovery turbomachine,
or diesel generator. Electrical energy can be generated by diesel generators, shaft gen-
erators, recovery turbogenerators, thermal energy - by an auxiliary boiler, EGB, more
complete use of high-temperature coolants by heat pumps, absorption refrigeration units.
In such complex installations, the perfection of each element of the control system is
assessed by its generally accepted indicator [13, 14].

2 Literature Review

All this confirms the advisability of using simplified and unified indicators to assess the
thermal efficiency of processes in the elements of the power plant with the developed
use of waste heat from ICEs so that the indicators themselves represent the simplest
connection of homogeneous coefficients. That is using the exergy method.

The exergy method has two varieties: the exergy flow method and the exergy loss
method [15]. The first method is based on the recording of all exergy flows, both an
increase and a decrease in exergy in the work processes of the elements and installations
of the SPP. It turns out that in installations with combined energy production, some
of these flows close on themselves or return to the main input flow, bypassing contact
with the energy received at the output. This circumstance does not allow the exergy
at the entrance to the next element of the installation to always be equal to the exergy
at the exit from the previous element of the installation. The method of subtracting
exergy losses (entropy) is based on the fact that there is no need to analyze all exergy
flows, since, knowing the primary introduced exergy. It is sufficient to further take into
account only exergy losses. The useful energy of any complex combined power plant



478 V. Kornienko et al.

can be calculated as the difference between the primary exergy and the sum of exergy
losses [15]. Experience in the practical use of the entropy method shows that exergy
loss coefficients quantitatively describe the influence of irreversibility on the excessive
consumption of fuel energy introduced into the installation [16].

The nature of the change in the specific exergy of gases from the transfer of heat from
the exhaust gases of the ICE to the environment significantly depends on the temperature
of the gases at the outlet into the environment. As the specified temperature decreases,
the loss value decreases. For medium-speed engines they can reach 300 kJ/kg, with their
values decreasing to 200 kJ/kg for low-speed engines (at an ambient temperature of
40 °C). It is also important to note that for medium-speed engines these losses increase
with increasing ambient temperature, while for low-speed engines their increase is less
significant or even absent [17, 18].

Data on the type of main engine, its power, temperature and amount of exhaust
gases allow, after a theoretical analysis of the ship’s energy balance, to consider the
possibility of using a turbogenerator to produce the appropriate amount of steam. Such
data allows the boiler manufacturer to design, manufacture and supply the EGB of the
required parameters. The heat balance data of the selected ICE allows the manufacturer
to design and manufacture a charge air cooler and determine the maximum possible
heating temperature of the boiler water. The same data is necessary for the manufacture
of desalination plants to select and supply an evaporator with maximum fresh water
productivity [19, 20].

Low-temperature economizers [21, 22] or low-pressure economizers [23, 24] are
used to increase the efficiency of exhaust gas heat recovery. These installations use the
heat of condensation of sulfuric acid vapor and water in the exhaust gases. Condensed
acid vapors glue the ash in the exhaust gases and stick to the heating surface [25, 26],
which increases the hydraulic and thermal resistance, affecting the reliability and effi-
ciency of operation. The experience of using water-fuel emulsions (WFE) in boilers
and ICEs indicates the undeniable advantages of this type of fuel: the effective spe-
cific fuel consumption is reduced by approximately 8%, the concentration of nitrogen
oxides in the exhaust gases is reduced by 1.4–3.1 times, CO concentration – 1.3–1.5
times, smoke – 1.3–2.4 times [27, 28]. The influence of the parameters of the com-
bustion process of WFE in a low-power boiler on the level of formation of nitrogen
oxides, carbon monoxide and soot were studied. The results of experimental research
of low-temperature condensation economizer approved the appropriate corrosion rate
when water-fuel emulsion combustion and good perspective for their application in ship
waste heat recovery [29, 30].

The aim of research is to analyze the effect of exergy losses, when using the available
heat of exhaust gases in the exhaust gas boiler (EGB).

3 Research Methodology

When analyzing the effect on the values of exergy losses when using the available
heat of exhaust gases in the EGB, ambient and exhaust gas temperatures, the following
assumptions were made:

– there are no significant heat losses in the EGB;
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– there are no pressure losses in the elements of the systems (EGB and pipelines);
– unused heat is released into the environment (into the atmosphere).

These assumptions significantly reduce the cumbersomeness of calculations and
subsequent analysis.

When using the available heat of the exhaust gases to obtain saturated steam in the
EGB, the total exergy losses will decrease and amount to [18]

�exguk = exg−exs, kJ/kg gas (1)

where exg – exergy of combustion products; ехs – exergy of steam, determined using
the equation

exp = qs−ms · �ss · Tos, kJ/kg gas (2)

where qs – amount of heat transferred from 1 kg of gases to water and equal to that
received by water in the process of steam formation, kJ/kg gas

qs = iin−iout = �ig (3)

where ms – amount of steam obtained from 1 kg of exhaust gases;

ms = qs/(is−iw) = qs/�ips, kg steam/kg gas (4)

where is, iw – heat content of steam and water, kJ/kg;

�ss = ss−sw (5)

where ss, sw – entropy of steam and water, kJ/(kg · K). Taking into account the conser-
vation of heat transferred from the exhaust gas to the water in EGB, the equation for
calculating the entropy losses of 1 kg of gases takes the following form:

�exguk = exg−exp = �sg−ms · �ss = Tos · [(sin−sout)−ms · (ss−sw)], kJ/kg gas (6)

4 Results

According to [18], the equation can be used to determine the entropy of the exhaust
gases on the gas temperature at the inlet tin and outlet tout of EGB:

�sg = 0.0037 · (tin−tout)−5.0117 · 10−6 ·
(
t2in−t2out

)
+ 3.931 · 10−9 ·

(
t3in−t3out

)
(7)

In Fig. 1 is presented a dependence showing the relationship Eq. 7.
Data processing by the methods described above made it possible for the two-factor

dependence shown in Fig. 2.
The correlation equation reflecting the surface shown in Fig. 2 has the form:

�sg = 0.0942−2.6451 · 10−3tin−3.4763 · 10−3tout−1.4714 · 10−6t2in + 3.3622 · 10−6t2out (8)
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Fig. 1. Dependence of the entropy of gases of EGB on the exhaust gas temperature at the inlet
and outlet of EGB.

Fig. 2. Two-factor dependence of the entropy of gases of EGB on the exhaust gas temperature at
the inlet and outlet of EGB.

Analysis of the data presented in Fig. 2 shows that in the case of a decrease the
temperature in outlet of EGB tout from 160°С to 90°С the entropy of gases�sg increases:
at tin = 250°С – by 1.73 times, at tin = 350°С – by 1.4 times, at tin = 300°С – by
1.53 times.

An equation was used to analyze the effect of ambient temperature on exergy losses
associated with the release of gases from the EGB [18]:

�sg = 0.0037 · (tout−tos)−5.0117 · 10−6 ·
(
t2out−t2os

)
+ 3.931 · 10−9 ·

(
t3out−t3os

)
(9)

Figure 3 shows graphs of changes in the entropy of gases leaving the EGB, depending
on their temperature and the ambient temperature, calculated using Eq. 9.

Data processing by the methods described above made it possible for the two-factor
dependence shown in Fig. 4.

The correlation equation reflecting the surface shown in Fig. 4 has the form:

�sg = 9.8389 · 10−3 + 3.4759 · 10−3tout−3.7038 · 10−3tos−3.3607 · 10−6t2out + 4.9233 · 10−6t2os ( 10)
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Fig. 3. Dependence of the entropy of gases of EGB on the temperature of air and gases at the
outlet of EGB.

Fig. 4. Two-factor dependence of the entropy of gases of EGB on the temperature of air and gases
at the outlet of EGB.

As can be seen from the presented dependencies (Figs. 3 and 4), the greatest influence
on the decrease in entropy has a decrease in ambient temperature. The nature of the
change in entropy does not depend on the gas temperature at the outlet of the EGB.

According to [18], the required amount of heat given off by 1 kg of exhaust gas to
the EGB water during the vaporization process to determine the value of the specific
steam production �ig, can be calculated using the equation:

�ig = 1.0032 · (tin−tout) + 8 · 10−6 · (t2in−t2out
) + 2 · 10−7 · (t3in−t3out

)−1 · 10−10 · (t4in−t4out
)

(11)

In Fig. 5 shows the curves reflecting the dependence of the specific heat transfer by
combustion products to water in the EGB on their inlet and outlet temperatures.

The processing of the presented dependences (Fig. 6) by the methods described
earlier and the analysis performed showed that to calculate the specific amount of heat
transferred to the EGB by exhaust gases to water, a dependence similar to that obtained
earlier can be used.
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Fig. 5. Dependence of the specific heat transfer by combustion products to water in the EGB on
their inlet and outlet temperatures.

Fig. 6. Two-factor dependence of the specific heat transfer by combustion products to water in
the EGB on their inlet and outlet temperatures.

The correlation equation reflecting the surface shown in Fig. 6 has the form:

�ig = 9.5278 · 10−13 + 1.0032 · tin−1.0032 · tout (12)

Analysis of the data presented in Fig. 6 shows that in the case of a decrease the
temperature in outlet of EGB tout from 160°С to 90°С the specific steam production
�ig increases: at tin = 250°С – by 1.78 times, at tin = 300°С – by 1.64 times, at tin =
350°С – by 1.38 times.

Exhaust gas temperature at the inlet of EGB, exhaust gas temperature at the outlet
of EGB and steam pressure values were taken constant to study the degree of influence
of parameters on the amount of exergy losses of ICE (specific steam productivity).

In Fig. 7 shows the dependence of the values of specific steam productivityms in the
EGB on the temperatures of the feed water tw and exhaust gases at the inlet of EGB tin
(tout = 200 °C, steam pressure 0.7 MPa).
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Fig. 7. Dependence of specific steam productivity in the EGB on the temperatures of the feed
water and exhaust gases at the inlet of EGB.

The specific steam productivity ms, can be calculated using the equation:

ms = − 0.091+ 4.2 · 10−4tin + 1.0 · 10−4tw (13)

In Fig. 8 the dependences of the specific steam productivity in the EGB on the
temperatures of the feed water and exhaust gases at the outlet of EGB are presented. A
constant temperature of the exhaust gases at the inlet of EGB is assumed when these
dependencies are obtained.

The specific steam productivity ms, can be calculated using the equation:

ms = 0.13−3.75 · 10−4tout + 1.25 · 10−4tw (14)

As can be seen from the presented dependencies (Figs. 7–8), the increase in specific
steam productivity for each degree of change in gas temperature depends on the gas
temperature at the inlet and outlet of EGB to a greater extent than on the feed water
temperature.

Fig. 8. Dependence of specific steam productivity in the EGB on the temperatures of the feed
water and exhaust gases at the EGB outlet.
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This means that using the presented data, having the results of measuring the oper-
ating parameters of the EGB in only one mode, it is possible to obtain comprehensive
characteristics of the available boiler performance. In comparison with published data
from other authors [18], curves and equations were presented for calculating a specific
steam production and entropy of gases with decreasing the temperature in the outlet of
EGB from 160 °С to 90 °С.

5 Conclusions

The use of the exergy method (entropy method) for the analysis of power plants with
the production of thermal energy due to deep heat recovery is justified.

Analysis of the literature data on the influence of various factors on the values
of exergy losses made it possible to make assumptions that significantly reduce the
cumbersomeness of calculations and subsequent analysis.

In accordance with the task mathematical dependencies were obtained. That make it
possible to determine the relationship between the operating conditions of the SPP and
the parameters of each coolant.

The effect of exergy losses, when using the available heat of exhaust gases in the
EGB was analyzed. Analysis of calculation results showed increasing a specific steam
production and entropy of gases with decreasing the temperature in the outlet of EGB
from 160 °С to 90 °С.

It is possible to obtain comprehensive characteristics of the available boiler perfor-
mance basing on the results of measuring the operating parameters of the boiler only in
one mode.
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Abstract. Detection and diagnosis of faults that may arise in the work process
of the unit are carried out to increase the resource, reliability, and stability of its
exploitation. In the article, the object of research is the detection and recognition
of faults that occur in the main components of the steering unit AR20N – in the
electrohydraulic amplifier (EHA) and the power cylinder (PC). The main purpose
of the research is to develop a methodology for detecting and recognizing faults
in the EHA and PC of the AR20N unit based on the results of measurements of
the current values of the parameters of these units when various faults appear and
develop. To achieve the set purpose, the following tasks were solved: using simu-
lation modeling, the parameters of the unit model were determined, the numerical
values of which contain information (diagnostic signs of the technical condition
of the EHA and PC) about the appearance of various faults in the units; Shewhart
diagnostic charts and the methodology of identification of current values of these
parameters are developed. For this purpose, the following methods are used in
the article: analytical, numerical, and statistical. The following results have been
obtained: a methodology of detection, development, and recognition of faults of
EHA and PC has been developed, in which hypothesis testing and determination
of the probability of committing errors of the first and second type in decision-
making are provided. The scientific and practical novelty of the obtained results
consists in the development of a methodology for determining the diagnostic signs
of the technical condition of the EHA and PC.

Keywords: Detection · Recognition · Fault · Diagnostic Chart · Hypothesis
Testing

1 Introduction

Detection and recognition of faults that may arise in the work process of the unit are
carried out to increase the resource, reliability, and stability of its exploitation. Units
have different designs and operate in different operating environments, so it is desirable
to have individual methods of fault detection and recognition for each unit [1–4].

In the article, the object of research is detection and recognition of faults in the main
units of the AR20N steering unit – in the electrohydraulic amplifier (EHA) and in the
power cylinder (PC). The AR20N steering unit is a device installed in the tail section
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of the aircraft, has a complex design of the hydraulic system, and uses a reciprocating
pistonmechanism to deflect the rudder direction by an electrical control signal generated
by the steering control system [1, 2].

The article uses: a simulation model of the AR20N unit with a PID controller in
Matlab/Simulink environment, diagnostic signs of the technical condition of the EHA
and PC, and the results of identification of parameters of mathematical models of these
units obtained in articles [1, 2]. Themethodology of detection and recognition of faults of
the unit is based on the use of Shewhart diagnostic charts and the results of identification
of the current values parameters of mathematical models of the EHA and PC, performed
by the least squares method (LSM) after each aircraft flight.

In the article the followingmain tasks are solved: parameters (diagnostic coefficients)
whose numerical values contain information about the influence of various factors on
the technical condition of the unit are determined; Shewhart diagnostic charts for these
parameters are developed; diagnostic signs of appearance of various faults are deter-
mined; hypotheses testing is performed and probabilities of making errors of the first (I)
and second (II) types when making decisions are determined.

2 Objectives of the Research

The main purpose of the research of this article is: to develop a methodology of the
detection and recognition of faults in the EHA and PC of the AR20N unit based on the
results of measurements of the current values of the parameters of these units at the
occurrence and development of various faults; hypotheses testing and determining the
probabilities of committing errors of the I and II types when making decisions about the
technical condition of the unit.

3 Problem Statement

In the control mode, the output link (OL) (or rod) of the AR20N unit PC performs a
full stroke of movement ±53 mm, and the developed force on the OL, proportional to
the movement, reaches the required maximum value of 60 kN in two extreme positions.
Faults in the unit may arise when the external load acting on the OL changes or as a result
of changes in internal factors, such as the friction force of moving parts, the elasticity
force of the “flat mechanical feedback spring”, fluid leaks, etc. [1, 2].When faults appear
and develop, the unit’s work process, the current values of state variables available for
measurement, and the trajectories of state variables transition from the initial state to the
final state change.

Processes occurring in units are described using mathematical models. External and
internal influencing factors determine the parameter values of the unit mathematical
model. Therefore, by changing the values of the mathematical model parameters, it is
possible to determine the technical condition of the unit and recognize occurring faults
[3–5].
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To achieve the set purpose it is necessary to solve the following tasks: to identify the
current values of the parameters of the mathematical model of the unit after each flight of
the aircraft; to determine the diagnostic signs that have themost probable influence on the
changeof the parameters of themathematicalmodel of the unit; to develop amethodology
of detection and recognition of faults of the unit; to develop Shewhart diagnostic charts;
to perform hypothesis testing and determine the probabilities of occurrence of errors of
the first and second type when making decisions.

4 Mathematical Model of the EHA and PC of the Unit

The mathematical model of the EHA and PC of the AR20N unit, which was obtained
in articles [1, 2], was developed based on the balance of forces acting on the distributor
spool (DS) of the EHA and on the output link (OL) of the PC when they move. In this
article, the models were transformed and presented as follows:

– Mathematical model of the EHA:

ẍds(t) = a1 · i(t) + a2 · ẋds(t) + a3 · xds(t), (1)

– Mathematical model of the PC:

ẍol(t) = b1 · �p(t) + b2 · ẋol(t) + b3 · xol(t), (2)

where a1 = Sds·kpd.ds
mds

; a2 = − kvf.ds·η·l·π·dds
δ·mds

; a3 = − kdf.ds+ksp
mds

; b1 = Sp·kpd.pc
ms

; b2 =
− kv.d.

ms
; b3 = − kd.e.s.

ms
;ẍds(t), ẍol(t) – acceleration of the DS and OL; ẋds(t), ẋol(t)

– speed of the DS and OL; xds(t), xol(t) – displacement of the DS and OL; Sds, Sp –
working area of the end face of the DS and piston working area of the OL; i(t) – electrical
current control signal; �p(t) – differential pressure of the fluid in the PC; mds, dds –
mass and diameter of the end face of the DS; δ, l –gap and gap length between the
surface of the DS and the surface of the sleeve; η – dynamic viscosity of the fluid; kpd.ds
– coefficient of gain of proportionality between the pressure difference in both ends of
the DS �ppd.ds(t) and signal i(t); kvf.ds, kdf.ds – coefficient of viscous friction and dry
(contact) friction of the DS; ksp – coefficient of stiffness of the “flat mechanical feedback
spring”; ms = mol + ml – total mass of the OL and load; kpd.pc – proportionality gain
coefficient between differential fluid pressure in PC cavities in the presence of factors
causing change of fluid pressure, and in the absence of such factors; kv.d. = kvf.ol+kdh.si
– sum of viscous friction coefficient of the OL kvf.ol and damping coefficient of the
hydraulic cylinder (constant load simulator); kd.e.s. = kdf.ol + kel.si + ksl – sum of the
dry friction coefficient of the OL kdf.ol, elasticity coefficient of the proportional load
simulator kel.si and load stiffness coefficient ksl.
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5 Identification of Parameters of the Mathematical Model
of the EHA and PC

Identification of the current values of the parameters of the mathematical model of the
EHA and PCwas carried out using LSM based on measurements of the output signals of
the EHA and PC sensors after each aircraft flight [2]. The algorithm of the identification
of parameter vectors âLSM and b̂LSM are represented in the following form:

âLSM = [
a1 a2 a3

]T =
(
HT
ds · Hds

)−1 · HT
ds · Xds (3)

b̂LSM = [
b1 b2 b3

]T =
(
HT
ol · Hol

)−1 · HT
ol · Xol (4)

where

Hds =
⎡

⎣
i(t1) ẋds(t1) xds(t1)
... ... ...

i(tN) ẋds(tN) xds(tN)

⎤

⎦;Xds =
⎡

⎣
ẍds(t1)

...

ẍds(tN)

⎤

⎦;

Hol =
⎡

⎣
�p(t1) ẋol(t1) xol(t1)

... ... ...

�p(tN) ẋol(tN) xol(tN)

⎤

⎦;Xol =
⎡

⎣
ẍol(t1)

...

ẍol(tN)

⎤

⎦.

6 Determination of Diagnostic Signs of Faults of the EHA and PC

In articles [1, 2], estimates of parameters of vectors a and b of the mathematical model
of the EHA and PC were obtained depending on the change of each coefficient of the
influencing factors, upper and lower acceptable limits of parameters, as well as the
change of average values of these parameters are obtained.

The obtained results show that:

– to change parameters a1, a2 and a3 are most likely to be influenced by changes in
coefficients kpd.ds, kvf.ds, ksp and dynamic viscosity η;

– to change parameters b1, b2 and b3 are most likely to be influenced by changes in
coefficients ksp, kdh.si, kel.si, indicates the presence of internal leakage of fluid kil and
bulk modulus of elasticity of liquid E.

7 Methodology of Detection of Faults in the EHA and PC

Detection of faults in the EHA and PC consists of analyzing the parameters of their
mathematical models, the numerical value of which can be found in Eqs. (5)–(10). For
the EHA, the diagnostic signs are the coefficients kpd.ds, kvf.ds, and ksp, and for the PC
are the coefficients kpd.pc, kdh.si, and kel.si. Each diagnostic coefficient contains a certain
physical property characterizing this or that fault. Diagnostic signs of faults and their
relationship with diagnostic coefficients for the EHA and PC are presented in Table 1.
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Table 1. Diagnostic signs of the EHA and PC.

Diagnostic sign

EHA

1 ds
pd.ds

ds

a m
k ;

S
⋅

=  (5) – Proportionality gain coefficient between the pres-

sure difference in both ends of the DS in the EHA pd.dsp (t)Δ and the control

electric current signal i(t) : – indicates a problem with the electromagnetic
converter of the EHA, which changes the speed of the armature movement, 
leads to changes in the fluid pressure in the spool cavities and the speed of the 
spool movement (e.g., due to the presence of air or water in the hydraulic flu-
id).

2 ds
vf .ds

ds

a m
k ;

l d
⋅ δ ⋅

= −
η⋅ ⋅ π ⋅

 (6) – Coefficient of viscous friction of the DS: –

indicates the presence of sticking or misalignment of the DS (there is a sharp 
but short-term increase in the coefficient), as well as the formation of scoring, 
sticking of metal crumbs on the edges of the spool pairs, or the presence of 
impurities in the hydraulic fluid, or the presence of changes in dynamic viscosi-
ty η due to temperature.

sp 3 ds df .dsk a m k ;= − ⋅ − (7) – The stiffness coefficient of the “flat mechani-

cal feedback spring” in the EHA: – indicates a fault in the flat mechanical
feedback spring (e.g., leakage in the spool due to mechanical wear of the seals 
or spool pair, or deviation of the spool from the neutral position, or change in 
spring elasticity).

PC

1 s
pd.pc

p

b m
k ;

S
⋅

=  (8) – Coefficient of increasing proportionality between

the differential pressure of the fluid in the cavities of the PC in the presence of 
factors that cause a change in fluid pressure, and in the absence of such factors: 
– indicates the presence of internal leakage of fluid ilk in the PC, or the change
in fluid pressure due to leakage in the EHA, or the change in the bulk modulus 
of elasticity of the fluid E (e.g., due to temperature change), or the change in 
the external force.

dh.si 2 s vf .olk b m k ;= − ⋅ − (9) – The damping coefficient of the hydraulic
cylinder (constant load simulator): – indicates the presence of a change in the
external force acting from the hydraulic cylinder.

el.si 3 s df .ol slk b m k k ;= − ⋅ − − (10) – Elasticity coefficient of the propor-
tional load simulator: – indicates the presence of a change in the external force 
acting from the proportional load simulator (torsion bar).
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8 Methodology of Recognition of Faults in the EHA and PC

To recognize faults in the EHA and PC, Shewhart diagnostic charts are used, constructed
for individual diagnostic coefficients obtained from Eqs. (5)–(10).

Diagnostic charts are made by calculating the average values by subgroups of diag-
nostic coefficients. It is assumed that each subgroup of measurements has a sample
volume nsamples = 13, which corresponds to 13 different simulated results of unit fault
given ameasurement condition of nmeasurement = 200. Control value limits are calculated
on the measure of variation [5] obtained from moving ranges. Preliminarily calculates
the average range R, on the basis of which the moving range chart is constructed. Also,

for all data, calculate the average k for each coefficient. Table 2 shows the formulas
for calculating the control limits for the average and moving ranges of the diagnostic
coefficients. The results of the diagnostic charts are shown in Figs. 1, 2, 3, 4, 5, 6, 7, 8,
9, 10, 11 and 12.

Table 2. Formulas for calculating control limits.

Statistics Average value
(CL)

Control limit

Upper (UCL) Lower (LCL)

Individual value
of diagnostic coefficients

k k + A2 · R k − A2 · R

Moving range R R D4 · R D3 · R
According to the sample size nsamples = 13, value A2 = 0, 249, D4 = 1, 692, D3 = 0, 308.

Fig. 1. Change of average value kpd.ds
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Fig. 2. Change of the range of the coefficient kpd.ds

Fig. 3. Change of average value kvf.ds

Fig. 4. Change of the range of the coefficient kvf.ds



496 T. M. Hung

Fig. 5. Change of average value ksp

Fig. 6. Change of the range of the coefficient ksp

Fig. 7. Change of average value kpd.pc
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Fig. 8. Change of the range of the coefficient kpd.pc

Fig. 9. Change of average value kdh.si

Fig. 10. Change of the range of the coefficient kdh.si
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Fig. 11. Change of average value kel.si

Fig. 12. Change of the range of the coefficient kel.si

9 Hypothesis Testing and Determination of the Probability of Error
Occurrence

When making decisions about the technical condition of the unit, the article performs
hypothesis testing and determines the probabilities of occurrence of errors of the I and
II types for the average values of diagnostic coefficients. An error of the first type occurs
when the hypothesis is true but is rejected. An error of the second type occurs when the
hypothesis is not true but is accepted (not rejected).

To determine the probability of occurrence of errors of the I type, it is assumed that the
average permissible values of diagnostic coefficients are equal to μ0. μ0 – corresponds
to the value for a serviceable unit (obtained when performed on the test bench).
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The diagnostic charts used were sample size nsamples = 200 (corresponding to
the number of measurements performed nmeasurement = 200), average values μk, and
variance σ2k (standard deviations σk) for each coefficient.

The null hypothesis H0 was tested, which is that the average value of diagnostic
coefficients μk = μ0. The alternative hypothesis H1 is that μk �= μ0. If the significance
level is α = 0, 05 (probability of a type first error), the hypothesis H0 is accepted for

the symmetric two-sided Student’s t-criterion if tk = |μk − μ0| ·
√
nsamples

σk
< t1− α

2
.

Otherwise, H0 is rejected and H1 is accepted.
To determine the probability of occurrence of the type II errors, it is assumed that

hypothesis H0 (μk = μ0) is true. Then, if in reality μk �= μ0, we can calculate the
power of the t-criterion, used in determining the probability of occurrence of type I
errors, above (probability of the type II error is β). The power of this criterion is equal

to 1 − β = P
{∣∣∣ μκ−μ0

σκ/
√
nsamples

∣∣∣ > t1− α
2
; μκ = μ1

}
.

If the average value of the diagnostic coefficients is μ0 and by assumption σk , α =
0, 05 and ν = n − 1 = 199, the power of the two-sided criterion with respect to the
mean μ1, is calculated as follows:

1 − β ≈ P{U1 ≤ u1} + P{U2 ≤ u2} (11)

where

u1, 2 = tα/2 ∓ λ
√

1 + t2α/2
2·ν

; λ = μ1 − μ0

σκ/
√
n

.

The results of hypothesis testing are summarized in Table 3 and Table 4.

Table 3. Results of hypothesis testing and determination of the occurrence of the type I error

Coefficients Value from
diagnostic charts

Average
permissible
value μ0

tk t1− α
2

Range of coefficient values

Average
value μk

Standard
deviation
σk

kpd.ds 448541,369 76,218 448537,743 0,67 1,96 448527,1798 < … < 448548,3062

kvf.ds 9,96325 0,003 9,96309 0,67 1,96 9,96262 < … < 9,96356

ksp 298,810 0,055 298,807 0,67 1,96 298,7998 < … < 298,8150

kpd.pc 0,845417 6,321E−05 0,845420 0,57 1,96 0,8454112 < … < 0,8454287

kdh.si 88807,266 8,631 88806,807 0,75 1,96 88805,6103 < … < 88808,0027

kel.si 958111,521 93,888 958106,554 0,75 1,96 958093,5414 < … < 958119,5658
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Table 4. Results of hypothesis testing and determination of the occurrence of the type II error

Coefficients Value from diagnostic
charts

Average
permissible
value
μ0

u1 u2 β 1 − β

Average
value μ1

Standard
deviation σk

kpd.ds 448548 76,218 448537,743 −3,845 −0,057 0,5239 0,4761

kvf.ds 9,9635 0,003 9,96309 −3,646 −0,255 0,6026 0,3974

ksp 298,8 0,055 298,807 −3,849 −0,052 0,5199 0,4801

kpd.pc 0,845428 6,321E-05 0,845420 −3,747 −0,154 0,5569 0,4431

kdh.si 88807,95 8,631 88806,807 −3,815 −0,086 0,5359 0,4641

kel.si 958119 93,888 958106,554 −3,816 −0,085 0,5359 0,4641

10 Conclusion

The article identified the current values of the parameters of the mathematical model of
the EHA and PC of the AR20N unit and determined the diagnostic signs that have the
most probable influence on the change of parameters. Shewhart diagnostic charts for
diagnostic coefficients and methods of detection and recognition of faults of the unit are
developed. Hypothesis testing was performed and probabilities of occurrence of the I
and II types errors were determined when making decisions on the technical condition
of the unit.
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Abstract. The paper considers the problem of building and choosing the best
mathematical model for describing the time series of the dependence of the air-
line’s profit on the received revenue, taking into account the costs of aviation
safety. The development of adequate forecasting models will make it possible
to use available resources to achieve production goals of airlines while simul-
taneously solving aviation safety challenges. Several variants of approximation
algorithms are considered. The first algorithm is based on the use of cluster anal-
ysis technologies. At the same time, visual analysis of the time series became a
prerequisite for choosing three clusters for grouping data. A separate group linear
approximation for each of the clusters made it possible to calculate the preliminary
values of the abscissas of the breakpoint. The second approximation algorithm is
based on the use of a three-segmented linear approximation. To find the optimal
abscissa of the breakpoint, a three-dimensional optimization paraboloid was used.
For the final approximation of the researched time series, the heteroskedasticity
index was taken into account. The resulting final version of the approximation
was used to solve forecasting problems.

Keywords: Data Processing · Time Series · Approximation · Segmented Linear
Regression · Optimization of Abscissas of Breakpoint · Optimization Paraboloid

1 Introduction

1.1 Introduction to the Problem

Time series are widely used in signal processing, pattern recognition tasks, automatic
control, and inmany other areas of applied engineering. The time series analysis allows to
determine the quantitative characteristics of the process that gave rise to this time series
(frequency-time characteristics of the signal, its energy, etc.); to decompose the time
series into elementary components in order to further analyze their quantitative charac-
teristics and quantitatively compare time series to determine similarities and differences
between the processes that generated them. The classic approach to time series signal
processing is to use spatio-temporal, frequency, and time-frequency signal processing
methods [1].
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Separately, it is necessary to highlight the tasks of analysis and forecasting based on
time series, which in turn make up four categories: statistical, machine learning, pattern
recognition and sentiment analysis. A common approach to forecasting time series is
a combination of several methods from the groups mentioned above [2]. Therefore, in
the proposed paper, mathematical modeling is used to describe time series in order to
build a forecasting model of airline revenues for planning safety management system
measures.

The use of statistical methods of time series analysis allows providing the ability to
connect the components of objects and phenomena using mathematical dependencies
and formulas [3]. The mathematical models building allows:

– to understand the objects or phenomena;
– to analyze the phenomena with mathematical tools;
– to perform studies with the model based on statistical simulation [4].

The basis for mathematical models building is experimental study of objects. In this
research, the dependence of the revenue received by the airline on its profit was used
as the initial data for building a mathematical model. Obtained data provide the ability
to formulate mathematical relationships. Usually, to build the best mathematical model,
it is necessary to consider the alternative variants. The main criteria to choose the best
model are:

a) mathematical formulas simplicity with required accuracy,
b) minimal quantity of different parameters in mathematical formulas,
c) minimal standard deviation between results of measurement and predicted values and

others [4, 5].

1.2 Motivation

In the econometrics problems, it is very often necessary to analyze time series in order
to build optimal mathematical models. There are time series, which are considered as
non-stationary random processes with a rapidly changing structure. To describe time
series of this type, elements of regression analysis, splines, moving averages, harmonic
analysis, and others are used [6, 7]. However, for a more correct solution of forecasting
problems, it is necessary to use new approaches and algorithms [8, 9]. One of such
algorithms can be the use of segmented regression.

In order to increase approximation accuracy while using segmented models, it is also
necessary to take into account heteroskedasticity. An analysis of the literature shows that
enough attention is paid to the issues of mathematical models building based on regres-
sion analysis with taking into account heteroskedasticity [10, 11]. At the same time, het-
eroskedasticity has become a generally recognized fact and it must be taken into account
in the problems of regression analysis. If heteroskedasticity is not taken into account (if
it actually takes place), estimates of unknown coefficients of the approximating function
become less effective.

To solve approximation problems, the ordinary least squares (OLS) method and the
weighted least squares (WLS) method are used [11]. However, in econometric prob-
lems, the variances of each observations are usually unknown, and therefore there is a
problem of finding weight coefficients to take into account heteroskedasticity. There are
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different approaches to the calculation of weight coefficients, and these approaches are
not methodically formalized.

Therefore, this paper solves the actual scientific and technical problem of choosing
the best mathematical model for describing econometric data of airlines with taking into
account heteroskedasticity.

1.3 Contribution

The goal of this paper is to show the example of data processing while model building
for given empirical data. The step-by-step procedure for building and choosing the best
mathematical model is shown in the methods and materials section and new approach
of determining heteroskedasticity are presented for numerical example of calculation.

1.4 The Organization of the Paper

The paper is organized as follows: Sect. 1 discusses background information. Section 2
highlights related works. Section 3 discusses the method of segmented regression build-
ing with optimization of breakpoint abscissas. Section 4 introduces the approach for het-
eroskedasticity calculation and its taking into account while models building. Sections 5
and 6 present the conclusions and future scope.

2 Literature Review

At the recent stage of science development, regression analysis is a research tool while
models building [5, 7]. The techniques of regression analysis help to determine mathe-
matical formula for one or more random variables realization in time [12]. During time
series study, regression analysis provides the ability to forecast random variable values
using information on its previous behavior.

The advantages of regression analysis allowed using corresponding techniques in
many industrial and scientific applications:

– in biology: to describe different biological processes [13];
– in econometrics: to build mathematical model of economics parameters for various

countries or cities dependent on different factors [14];
– in cybersecurity: to describe the network traffic behavior [15];
– in radio engineering: to build mathematical model of radio signals [16];
– for navigation systems: to solve the problem of configuration analysis of Ukrainian

flight routes network [17, 18];
– in maintenance theory: to describe the basic parameters of maintenance and repair

[19, 20];
– during equipment operation: for model building of equipment diagnostic variables in

case of technical condition deterioration [21];
– for control systems: to find the dependence between statistical data observed during

unmanned aerial vehicles control [22, 23];
– for aircraft systems: to analyze the efficiency of operation of onboard equipment

using different information processing techniques [24];



504 V. Kuzmin et al.

– for evaluation of complex objects with stochastic parameters in biomedicine [25].

To build mathematical models, researchers usually use linear and nonlinear regres-
sions [7, 26]. There are polynomial (usually quadratic or cubic), logistic, exponential and
segmented regressions among nonlinear type [8]. Literature review gives the possibility
to conclude that not enough attention is paid to increasing the accuracy of mathemat-
ical model based on determining the optimal breakpoints for segmented regression.
Some attempts were made using applied programs to solve this problem, but concrete
mathematical formulas at the same case are not discussed.

A review of relevant literature shows a gap in research devoted to the increasing the
accuracy of segmented regression usage based on abscissas of breakpoint calculation
and taking into account heteroskedasticity.

3 Materials and Methods

To increase the level of safety in the conditions of modern challenges, a systematic and
comprehensive approach to risk management for flight safety is necessary. Systemic
flight safety management is based on risk and predictability, which combines elements
of quality management and risk management into an integrated system, and helps avi-
ation operators: identify threats and associated risks that affect the entire organization;
monitor, report and review such risks; ensure the quality of products and services, adher-
ing to standards; constantly improve products and services. Establishing the causes of
aviation events helps to understand the mechanism of interaction of organizational and
management factors that lead to the event. In the aviation system, various means of
protection are built in against improper actions or erroneous decisions at all levels of
this system (i.e., at the workplaces of direct performers and only at the level of adminis-
trators). This model shows that although organizational factors, including management
decisions, may create hidden conditions capable of leading to an event, they simulta-
neously strengthen the system’s defenses [27]. Even in the most effectively managed
organizations, most hidden unsafe conditions are created by decision makers. Subjectiv-
ity and limitations are characteristics of these individuals, and they are also affected by
the very real constraints imposed by time, budget, politics, etc. Since some number of
such dangerous decisions cannot be prevented, it is necessary to make steps to identify
and mitigate their adverse consequences [25].

Flight safety is the state in which the risk of harm or damage is reduced to an
acceptable level. Sources of threats, which constitute a risk, become obvious after cases
of obvious failure in ensuring security.

An analysis of themanagement process for flight safety risk consists of the following
stages:

1. Identification of sources of danger. The service provider shall develop and implement
a process to identify the sources of hazards associated with its aviation products or
services. Identification of sources of danger should be based on a combination of
reactive and proactive methods.

2. Risk assessment and mitigation. The service provider must develop and maintain a
process to ensure the analysis, assessment of the flight safety risks associated with
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identified hazards. To ensure this procedure, this stage in turn, is divided into the
following components: the process of identifying sources of danger, their analysis
and identification; the reporting process in the field of flight safety and storage of
mandatory and voluntary notifications in the database [25].

The effectiveness of the listed stages lies in the identification of dangers associated
with human and organizational factors. Since they are included in the general list of
hazards necessary for consideration, namely: possible scenarios for the development
of aviation events, human and organizational factors, corporate solutions and business
processes, by third-party organizations.

Although organizational factors, includingmanagement decisions, can create hidden
conditions that can lead to an accident. Managing a profitable and at the same time safe
airline or service organization requires a constant balance between the need to achieve
production goals and the simultaneous solution of flight safety issues. The production
environment in aviation is saturated with potentially unsafe conditions that cannot be
completely eliminated; however, flights must continue.

Consider an example of a time series regarding of the dependence of the airline’s
profit on the received revenue, taking into account the costs of aviation security. This
time series was described by linear regression using OLS during analysis in [10]:

y(x) = −1.082+ 0.118x. (1)

The choice of linear regression (1) was justified by the fact that the correlation
coefficient is 0.958. However, a more detailed statistical analysis based on the use of the
linearity test showed that the observed data are non-linear with a probability of 0.95.

As an alternative option, a parabola of the seconddegree can be taken asmathematical
model [10]

y(x) = 0.202− 0.0525x + 0.00511x2. (2)

The graphical representation of single linear (1) and quadratic (2) OLS mathemat-
ical models are shown in Fig. 1. The standard deviations for the linear and quadratic
mathematical models are 0.189 and 0.15, respectively.

Although a straight line can be chosen as approximation function due to the fact that
the correlation coefficient is quite large, however, even visual analysis shows that the
initial data can be divided into three segments: 1) amonotonous decrease, 2) stabilization
(in in our case is four to five years), 3) a monotonous increase. The paper [10] also
considers a two-segmented linear regression, which was chosen as the best one:

y(x) = 1.168− 0.098x + 0.236(x − 11.2)h(x − 11.2), (3)

where h(x) is the Heaviside step function.
As an alternative, consider a more accurate approximation method based on three-

segmented linear regression. A visual analysis of observed data shows that three seg-
ments can be distinguished in their structure: decrease, stabilization, and increase. In
this case, the stabilization period includes 4–5 years. Such a model can become typical
for describing the dependence of financial profit on total revenue for enterprises in the
countries with after crisis economies. For approximation using segmented regressions, it
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Fig. 1. Linear and quadratic functions as mathematical models.

is necessary to solve the optimization problem of finding the optimal abscissas of break-
point. Optimizing the abscissa of the breakpoint will especially improve the predictive
properties of the approximating function [28]. In the first approximation, the abscissas
of the breakpoint can be found using following technique. As a result of visual analysis,
the following clusters of data points can be distinguished: 1) from the first to the fifth;
2) from the second to the sixth; 3) from the fifth to the eighteenth.

The points of each cluster are approximated using straight lines and OLS method:

y1(x) = 1.138− 0.095x, y2(x) = 0.402− 0.025x, y3(x) = 1.480+ 0.138x. (4)

Determine the intersection points of the first and second equations, as well as
the second and third equations. As a result, we get abscissas of breakpoint xbr1 =
10.424, xbr2 = 11.585. These values can be taken as preliminary values of the
abscissas of breakpoint. Let the ranges of change of breakpoint abscissas are xbr1 =
{9.92; 10.17; 10.42; 10.67; 10.92} and xbr2 = {11.08; 11.33; 11.58; 11.83; 12.08}.
The width of the change range is only five points.

The three-segmented regression equation with two breakpoints in general form is:

y(x) = a0 + a1x + a2(x − xbr1)+ + a3(x − xbr2)+, (x − xbr1)+ = (x − xbr1)h(x − xbr1), (5)

where a0, a1, a2, a3 are constant coefficients.
In this case, for 25 possible values of the abscissa of breakpoint, the sum of squared

deviations was calculated, which made it possible to construct a three-dimensional
optimization paraboloid of the following form [28]

S(xbr1,xbr2) = b0 + b1xbr1 + b2x
2
br1 + b3xbr2 + b4x

2
br2 + b5xbr1xbr2, (6)

where b0, …, b5 are the constant coefficients of the paraboloid need to be calculated.
The optimization paraboloid equation has the form

S(xbr1,xbr2) = 1.28+ 0.16xbr1 − 0.011x2br1 − 0.324xbr2 + 0.01x2br2 + 0.00772xbr1xbr2,
(7)
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Find the values of the optimal abscissas of breakpoint. To do this, we determine the
partial derivatives for Eq. (7) and equate them to zero. After solving the system of linear
equations, we obtain.

xbr1 = −b1 − b5xbr2
2b2

= 10.901, xbr2 = 2b2b3 − b5b1
b25 − 4b2b4

= 11.543. (8)

The optimal three-segmented regression equation without heteroskedasticity, i.e.
using only the OLS method has the following form:

y(x) = 1.180− 0.100x + 0.128(x − 10.901)+ + 0.110(x − 11.543)+. (9)

The Eq. (9) will be called the base equation. Such an equation is obtained for the
zero heteroskedasticity index and all weight coefficients equaled to one. The result of
model building is shown in Fig. 2. The calculation of the critical value for the linearity
test (which in this case is 8.6496) confirmed the non-linearity of the initial data with
even greater probability. At the same time, the standard deviations for the optimal three-
segmented regression is 0.139.

The use of segmented regression (9) is explained by the fact that three intervals
of the development of time series can be distinguished, which correspond to decrease,
stabilization and increase.

Fig. 2. Approximation of initial data using three-segmented linear regression.

4 Heteroskedasticity Analysis

The literature review shows that taking into account heteroskedasticity improves the
approximation accuracy, especially in the case of solving forecasting problems [7, 11].
Therefore, we calculate the heteroskedasticity parameter.

In this paper, we discuss two methods for heteroskedasticity accounting. The
first method is based on the use of cluster analysis and the corresponding average
values of clusters. The second method is based on a new approach of determining
heteroskedasticity parameter.
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1. Consider the first method in more detail. Visual analysis and classical clustering rules
make it possible to identify five clusters, which are shown in Fig. 3. Two clusters
have the same points. For each of the clusters, cluster means and standard deviations
were calculated.

Fig. 3. Clusters formation.

These data are approximated using the linear function and OLS method. The result
is heteroskedasticity equation of the following form

σ(m) = 0.05404+ 0.06135m. (10)

The weight coefficients will be calculated by the formula

Wi =
(

σ

σ(xi)

)2

, (11)

where σ is the average standard deviation for all clusters, σ(xi) is the current standard
deviation for the empirical point xi calculated using the heteroskedasticity equation.

Then the mathematical model with taking into account the heteroskedasticity for the
first method will take the form

y(x) = 1.135− 0.092x + 0.113(x − 10.901)+ + 0.112(x − 11.543)+. (12)

2. For the second method for taking into account heteroskedasticity, we use the three-
segmented linear regression equation as a base equation.

The weight coefficients will be calculated according to the formula:

Wi =
(

y

y(xi)

)h

, (13)
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where y is the arithmetic mean for all initial values, y(xi) is the current value determined
according to the base equation, h is the heteroskedasticity parameter. The weighted sums
of squared deviations were calculated for the different values of the heteroskedasticity
parameter. We approximate calculated data with a parabola of the second degree using
the OLS method:

S(h) = 0.271− 0.070 h + 0.107 h2. (14)

The minimum of this parabola corresponds to the optimal value of the heteroskedas-
ticity parameter. The result is hopt = 0.326.

Then the optimalmathematicalmodelwith taking into account the heteroskedasticity
for the second method will take the form

y(x) = 1.137− 0.095x + 0.134(x − 10.901)+ + 0.098(x − 11.543)+. (15)

Figure 4 shows the results of the approximation using two methods for taking into
account the heteroskedasticity.

Fig. 4. Approximation of initial data using three-segmented linear regression with taking into
account the heteroskedasticity.

5 Results and Discussions

In the analyzed example, taking into account the heteroskedasticity parameter for the
two methods slightly changed the coefficients of the mathematical model. The standard
deviations for the first and secondmethod are approximately equal to 0.139. The resulting
equations for the first and second methods of taking into account the heteroskedasticity
almost coincide. This is because the heteroskedasticity indicator was not significant
enough. However, there are some econometric tasks in which it achieves h = 2 and this
significantly affects the final mathematical model, especially for forecasting purposes.
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Taking heteroskedasticity into account can be considered as one of the options for
constructing a robust regression. At the same time, each sample value of the primary
dataset is assigned a certain weight coefficient. Naturally, for small values of the sample
population, this coefficient equals to large values, and for large values of the sample
population, the coefficient is usually less than one. This situation corresponds to the
case of a nonstationary time series with a linearly increasing variance.

The analysis of the existing methods of accounting for heteroskedasticity showed
that there is still no single standardized approach to the calculation ofweight coefficients.
In certain cases, these coefficients are determined even on the basis of subjective analysis
of the available dataset. Therefore, the proposed procedure can be used as a basis for
a methodical approach to determining these coefficients and estimating the degree of
heteroskedasticity in the trend of statistical data.

The proposed procedure for building a mathematical model of time series taking into
account heteroskedasticity can also be used for various real-world examples, in particular
for the analysis of determining parameters and reliability indicators during the operation
of technical complexes in cases of deterioration of their condition, analysis of trends in
stock and currency quotations, analysis of medical data to detect diseases and others.

6 Conclusions

The paper analyzes the peculiarities of the formation of the safety management system
in combination with taking into account the profit and income of the airline industry.
The proposed intelligent analysis of retrospective data made it possible to determine
an adequate mathematical model for forecasting the level of profit from the revenues
of the airline company for the possibility of choosing the optimal strategy of the flight
safety management system. The paper considers the problem of constructing and choos-
ing the best mathematical model to describe the statistical dependence of the airline’s
profit on the received revenue, taking into account the costs of aviation security. Ana-
lytical expressions are obtained for mathematical models for various approximating
functions without and with taking into account the heteroskedasticity parameter. The
three-segmented linear regression has minimum value of standard deviation and better
represents the geometrical structure of initial data, so it has been chosen as the basic
function for heteroskedasticity analysis.

To take into account the heteroscedasticity, two methods have been proposed. The
first method is based on clustering technique and weight coefficients calculation using
each clusters standard deviation value. The secondmethod is based on heteroskedasticity
parameter determining using heuristic approach. The both methods have given the pos-
sibility to minimize the weighted sum of squared deviations and therefore to increases
the accuracy of model.

The research results can be used to build more correct mathematical models under
heteroskedasticity conditions.
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7 Future Scope

Future scope of this research are as follows:

– statistical simulation for efficiency estimation of heteroskedasticity calculation;
– comparative analysis of proposed method for taking into account the heteroskedas-

ticity with existing ones;
– comparative analysis of forecasting properties of mathematical model without and

with taking into account the heteroskedasticity;
– formulation of methodology for calculating breakpoint abscissas for segmented

regression.
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Two Factor Dispersion Analysis of the Capacitive
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Abstract. Moisture content in many cases determines the consumer properties
of different food products. The main task of the study was to analyze robustness
for the two types of the transfer function for the capacitive grain moisture meter
when working with different types of grain. To check the robustness of the transfer
function,we applied dispersion analysis. For both transfer functionswe can choose
two factors: influence of moisture content, and influence of grain type, which is of
a special interest. Besides, the values of repeatability and adequacy dispersions for
both of the transfer functions were calculated. The values of the repeatability and
adequacy dispersions for the new transfer functionwere approximately three times
smaller, and F-test values were seven times smaller, proving its’ better workability.

Keywords: moisture measurement · capacitive sensor · direct comparison ·
robust transfer function · two factor dispersion analysis

1 Introduction

The grain industry in Ukraine has always been and remains a leader in the agricultural
sector. Grain production is one of the budget-forming branches of the agrarian sector
with strong export potential and dynamically developing. The level of grain production
development is one of themost important indicators of the country’s economy. It directly
affects the material well-being of the population, is an object of foreign trade, and is a
determining factor in the country’s food security. And grain moisture is one of the main
factors affecting the duration of storage without possible damage and loss [1–6]. It is
reasonable that grain producers always try to use its food potential most fully, especially
peripheral components and fetuses, as a source of valuable nutrients. However, the grain
processing industry implements a list of technologies for that purpose [7–9].

Most European countries have already changed their local standards for moisture
meters following international recommendation OIMLR59 “MoistureMeters for Cereal
Grain and Oilseeds” [10], which restricts the maximal permissible value of moisture
content uncertainty to not more than 3% of relative full-scale error. From the other hand,
even the most popular laboratory moisture meters like Kett, AgraTronix, Isoelectric, and
Next Instruments series have a significant accuracy decrease when determiningmoisture
in different kinds of grains of the same type, for example, in different kinds of wheat.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
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An extensive list of factors influences the accuracy of capacitive moisture meters
in different bulk substances [11, 12]. Besides, grain products’ physical and chemical
composition depends not only on the grains’ type but the origin and ways of cultivation,
storage, and processing – factors that can hardly be predicted [13].

That’s why the development of the new methods of moisture measurement, which
can be less sensitive to the change of ‘grain matrix’ properties and more versatile, is an
important task in agriculture.

2 Problem Statement

The idea to measure grain moisture content with a help of four capacitive sensors (two
in a reference and another two in measuring channel) was introduced by the authors
previously [14]. As a result, two variants of the transfer function for the capacitive
moisture metering were suggested [15]. The first variant is described with formula (1):

W = K · C3 − C4

C2 − C1
, (1)

whereC1,C2,C3 andC4 are measured values of electric capacitances;C2 –C1 andC3 –
C4 are the differences between corresponding pairs of electric capacitances in reference
and measuring channels; K is a normalizing coefficient. If we take the values of electric
capacitances, equal to 15 pF for C1, C4 and 50 pF for C2, C3 (when capacitive sensors
are empty) normalizing coefficient would be equal to K = 28.599.

Another variant was obtained after the process of linearization, applied to function
(1) [15]:

Wm = −1.019+ 1.269 ·
(
C3−C4
C2−C1

− a
)

b

− 0.00527 ·
(
C3−C4
C2−C1

− a
)

b2

2

− 0.000112 ·
(
C3−C4
C2−C1

− a
)

b3

3

. (2)

The taskof the research is to investigate the ability of the both transfer functions (1 and
2) to retain stability (grain type invariance) when applied for moisture measurement in
grain with different ‘grain matrix’ composition and different values of moisture content.

3 Materials and Methods

To carry out experimental researches with the purpose to check the workability of a
transfer functions (1) and (2)we tookfive different grain typeswith significantly different
values of dielectric permittivity in dehydrated state. Among them we had wheat cereals
(E = 2.55), pea (E = 2.97), millet (E = 3.17), poppy (E = 3.56), and pearl barley (E =
3.68). Reference samples were prepared by grain dehydration in the drying oven [16,
17], and subsequent addition of water into dry grain samples with a special pipette [18].

Following air-oven reference method standards, 20 g weights with grain samples
were placed in a drying oven with 130 °С temperature during 120 min (Fig. 1).
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Fig. 1. Preparation of 30 aluminumcontainerswith 20 gweights of pea, further drying and cooling
in desiccators

The next step of reference samples preparationwas carefulmixingwith the necessary
proportion of water and holding in desiccators for an hour [16].

Electrical functional circuit, involved into the process of grain moisture measure-
ment, is given on Fig. 2.

Fig. 2. Electrical functional circuit of the grain moisture measurement laboratory setup

It consists of mentioned above capacitive sensors C1, C2, C3 and С4, one channeled
capacitance into dc-voltage transducer which performs a sequence of transformations
‘capacitance – pulse duration – dc voltage’, variable air capacitor (reference capacitor),
oscilloscope, digital voltmeter and RLC meter. The process of measurement was per-
formed following the substitution method, which is of extensive use when measuring
electrical quantities, such as resistance, capacitance and inductance.

Schematic of the capacitive instrument measuring transducer is described below
(Fig. 3). Both of its’ sensors consist of a system of flat plates 1, where two pairs of
flat plates belong to capacitors C1 and C4, and rest of flat plates create another pair of
capacitorsC2 andC3. All flat plates with equal length l are fixed inside two fluoroplastic
rings 2 at an equal gap Z [19].
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Fig. 3. Schematic of the capacitive instrument measuring transducer

One pair of capacitive sensors has bigger (48 pF) and another one – smaller (15 pF)
capacitance. Each pair with two corresponding sensors was placed in personal container
which, in its turn, was assembled on the front panel of the aluminum case (Fig. 4).

Fig. 4. Hardware design of the capacitive instrument measuring transducer

Besides instrument measuring transducer, laboratory setup for moisture measure-
ment included a list of instruments, demonstrated on Fig. 5. At first, two capacitive sen-
sors C1 and C2 from the reference channel were filled with a dehydrated grain sample
and connected one-by-one to the input of the capacitance into the dc-voltage transducer.
Corresponding values of dc voltage, taken from the screen of a digital multimeter, were
fixed by the operator (Fig. 6).

After that, capacitive sensors were substituted by variable reference capacitor. Its
capacitance had been slowly increased till dc voltage value on the voltmeter’s screen
has become equal to the corresponding voltage for C1, detected before. To measure
capacitance value of the reference capacitor, it was disconnected from the input of
the secondary transducer and connected to the input of accurate RLC-meter. Similar
operations took place for the rest of capacitive sensors, and ten random measurements
of electric capacitance were received for each of them [20].
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(a) (b) (c) (d)

Fig. 5. Instruments, which entered the laboratory setup: a) capacitance – pulse duration – dc
voltage secondary transducer with power supply; b) oscilloscope Tektronix 2213A; c) digital
multimeter UTM 18803; d) RLC-meter UTM-1612 with reference capacitor, connected to its’
input

Fig. 6. One of capacitive sensors in a reference channel is connected to secondary transducer

4 Theory/Calculation

Arithmetic mean values, calculated for ten multiple measurements of capacitive sensors
C1, C2, C3 and С4, measured in different grain samples, are given in Table 1. To build a
system of conditional Eqs. (4) we took average values for (C3 – C4)/(C2 – C1) relation.

Calculated values of moisture content with mean values of sensors’ capacitances
for the transfer function (1) can be found in Table 2. And calculated values of moisture
content for the same mean values for the transfer function (2) can be found in Table 3.

And,when examining the possibility for both transfer functions to retain invariance to
grain type (physicochemical composition of grain) and defining which transfer function
will be more stable to grain type variability, dispersion analysis application seemed to
be rational.

Both in table II and table III we have two factors: influence of moisture content (let
it be factor A), and influence of grain type (factor B), which is going to be of a special
interest.

Firstly, the corresponding arithmetic mean values should be calculated for data in

table II: common mean value for all values of moisture content X (3), mean values for
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Table 1. Arithmetic mean values of sensors’ capacitance

W = 0% W = 10% W = 20% W = 30%

C1 C2 C3 C4 C3 C4 C3 C4

Pearl barley

56.73 189.58 251.34 76.87 322.70 103.99 419.16 135.95

Poppy

53.42 178.40 230.20 69.32 293.69 88.35 370.47 112.74

Millet

47.46 158.90 210.34 64.95 266.48 79.93 335.26 103.12

Pea

44.51 150.05 195.19 58.54 249.81 75.49 316.96 96.61

Wheat cereals

38.10 127.85 166.47 48.26 217.29 67.13 274.44 84.51

Table 2. Calculated values of a transfer function (1) using mean values

Wnominal, % Wcalculated , %

Pearl barley Poppy Millet Pea Wheat cereals

0 0.268 0.268 0.268 0.268 0. 268

10 8.960 8.215 8.708 8.43 9.069

20 18.483 18.389 19.276 18.638 19.25

30 32.368 30.377 30.975 31.111 32.878

Table 3. Calculated values of a transfer function (2) using mean values

Wnominal, % Wcalculated , %

Pearl barley Poppy Millet Pea Wheat cereals

0 0.268 0.268 0.268 0.268 0.268

10 10.423 9.575 10.157 9.852 10,54

20 19.886 19.678 20.597 20.026 20.574

30 30.240 29.013 29.422 29.504 29.984
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the all grades of factor A (lines of table II) X i (4), and mean values for the all grades of
factor B (columns of table II) X j (5).

X II = 1

n

a∑
i=1

b∑
j=1

Xij = 0.268+ ... + 29.984

20
= 14.8234, (3)

X IIi = 1

b

b∑
j=1

Xij,X II1 = 0.268 · 5
5

= 0.268, (4)

X II2 = 8.960+ 8.215+ 8.708+ 8.430+ 9.069

5
= 8.6764,

X II3 = 18.483+ 18.389+ 19.276+ 18.638+ 19.250

5
= 18.8072,

X II4 = 32.368+ 30.377+ 30.975+ 31.111+ 32.878

5
= 31.5418,

X IIj = 1

a

a∑
i=1

Xij, (5)

X II1 = 0.268+ 8.960+ 18.483+ 32.368

4
= 15.01975,

X II2 = 0.268+ 8.215+ 18.389+ 30.377

4
= 14.31225,

X II3 = 0.268+ 8.708+ 19.276+ 30.975

4
= 14.80675,

X II4 = 0.268+ 8.430+ 18.638+ 31.111

4
= 14.61175,

X II5 = 0.268+ 9.069+ 19.250+ 32.878

4
= 15.36625.

Then it would be possible to calculate corresponding sums: the sum of squared
discrepancies SSa (6), explained with the influence of factor A, the sum of squared
discrepancies SSb (7), explained with the influence of factor B, and the sum of squared
deviations of the error SSe (8), and the common sum of squared discrepancies SS (9).

SSaII = b
a∑

i=1

(
X IIi − X II

)2 = 2725.104, (6)

SSbII = a
b∑

j=1

(
X IIj − X II

)2 = 2.558347, (7)

SSeII =
a∑

i=1

b∑
j=1

(
XIIij − X IIi − X IIj + X II

)2 = 3.006936, (8)
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SSII =
a∑

i=1

b∑
j=1

(
XIIij − X II

)2 = SSaII + SSbII + SSeII = 2730.669. (9)

Formulas to calculate the dispersions: MSa, explained with the influence of factor A;
MSb, explained with the influence of factor B; and MSe (dispersion of the error), – are
given below.

MSaII = SSaII
a − 1

= 908.3681, (10)

MSbII = SSbII
b− 1

= 0.63959, (11)

MSeII = SSeII
(a − 1)(b− 1)

= 0.25058. (12)

To estimate the influence of factor A on the results in table II, we have to calculate
the experimental value of F-test and compare it with the critical F value (13):

FaII = MSaII
MSeII

= 3625.091. (13)

For the influence of factor B, we have to calculate the corresponding value of F-test and
again compare it with the critical F value (14):

FbII = MSbII
MSeII

= 2.5524. (14)

After that, we can repeat the same calculations for data in Table 3.

X III = 1
n

∑a
i=1

∑b
j=1 Xij = 0.268+...+29.964

20 = 15.0406,

X III1 = 0.268·5
5 = 0.268,X III2 = 10.1094,X III3 = 20.1522,X III4 = 29.6326,

X IIIj = 1
a

∑a
i=1 Xij,X III1 = 15.20425,X III2 = 14.6335,X III3 = 15.111,X III4 = 14.9125,

X III5 = 15.3415,

SSaIII = b
∑a

i=1

(
X IIIi − X III

)2 = 2408.007,SSbIII = a
∑b

j=1

(
X IIIj − X III

)2 = 1.217673,

SSeIII = ∑a
i=1

∑b
j=1

(
XIIIij − X IIIi − X IIIj + X III

)2 = 1.04482,

SSIII = ∑a
i=1

∑b
j=1

(
XIIIij − X III

)2 = SSaIII + SSbIII + SSeIII = 2410.269,

MSaIII = SSaIII
a−1 = 802.6689,MSbIII = SSbIII

b−1 = 0.304418, .

MSeIII = SSeIII
(a−1)(b−1) = 0.087068

FaIII = MSaIII
MSeIII

= 9218.839,FbIII = MSbIII
MSeIII

= 3.4963.

5 Results/Discussion

The calculated values of the sensors’ capacitances and moisture content for the transfer
function (2) were received with the help of the universal Wiener equation as one of the
most popular dielectric mixture models:

εmix = εn

(
1+ 3W

(εW + 2εn)/(εW − εn) −W

)
,
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where Emix is the dielectric permittivity of a binary material-water mixture; En is the
dielectric permittivity of dry material; EW = 80, and is the dielectric permittivity of
water; and W is the volumetric moisture content, taken in absolute values.

Suppose we apply the universalWiener equation to the dielectric permittivity values,
taken for different values of moisture content, and use it as the moisture meter’s transfer
function. In that case, we obtain a family of curves (Fig. 7).

Figure 7 illustrates the situation when the grain matrix composition changes and the
water content (grain type uncertainty). If no type-uncertainty compensation happens,
we have a family of transfer functions for the moisture meter instead of one, taken as
nominal [21–23]. The transfer function (1) helps to solve this problem and provides the
possibility of measurements in grains, where the dielectric permittivity of a dry grain En
varies in a wide range from 2 to 3.5 without any preliminary calibration [24].

Firstly, lets’ compare F-test values FaII and FbII with corresponding critical values:
FaIIcritical = 3.49, FbIIcritical = 3.259. Following the dispersion analysis methodology it
is possible to conclude, that factor A (moisture content) is of a strong influence on the
result of moisture measurement, what is evident. The greater interest should be present
for the factor B (grain type).

We can see that FbII = 2.5524, and FbIIcritical = 3.259. It means that the influence
of factor B (grain type) is insignificant to the result of moisture measurement. Now
lets’ move to the linearized transfer function (2). We have the same critical F-test val-
ues: FaIIIcritical = 3.49, FbIIIcritical = 3.259. But we have FaIII = 9218.839 versus FaII

= 3625.091, what means that formula (2) provides approximately three times greater
sensitivity to moisture content then formula (1).

Fig. 7. Influence of the changes in the composition of a dry substance En on the value of the
dielectric permittivity of a binary mixtire Emix

From the other hand, if we compare FbIII with FbIIIcritical, we can see that FbIII =
3.4963 while FbIIIcritical = 3.259. So, it may seem that for the transfer function (2) the
influence of factor B (grain type) became more significant. But, if we dig deeper into the
problem and compare the values of MSb and MSe, we can find that MSbII = 0.63959,



522 O. V. Zabolotnyi et al.

MSbIII = 0.304418 (two times smaller). From the other hand, MSeII = 0.25058, and
MSeIII = 0.087068 (approximately three times smaller), what is the reason for FbIII to
increase. For our case, it would be more adequate to compare the values of two MSb
dispersions and conclude that transfer function (2) is less sensitive to the change of a
grain type.

To strengthen the conclusion we used another type of dispersion analysis. At first,
two dispersions of repeatability were calculated (15):

S2rep =
m∑
j=1

n∑
i=1

(
Wi,j −Wj

)
/(n · m− 1). (15)

Then two dispersions of adequacy were defined (16):

S2ad =
m∑
j=1

(
Wj −Wjnominal

)
/(N − (m+ 1)), (16)

where: N is total number of moisture content valuesWcalculated ; m – number of nominal
points of moisture content Wnominal.

To compare dispersions of adequacy with corresponding dispersions of repeatability
we again used F-test (Table 4). In Table 4 the smaller is the F-test value, the smaller
is the grain type influence on the result of moisture measurement. For data in Table 3,
we have smaller values of both adequacy and repeatability dispersions, so as the smaller
value of F-test.

Table 4. Calculated values of a transfer function (2) using mean values

Data source S2rep S2ad F

Table 2 0.29244 0.3750 1.282

Table 3 0.09344 0.0161 0.172

6 Conclusions

To check the workability of the two moisture content transfer functions in practice, we
took five different grains: wheat cereals, pea, millet, poppy, and pearl barley. Follow-
ing air-oven reference method standards, grain samples were preliminarily dehydrated
in a drying oven (130 °С temperature during 120 min) and mixed with appropriate
proportions of water. We developed a prototype product of the moisture measurement
experimental setup. It helped to fulfill multiple measurements for capacitive sensors
C1, C2, C3, С4 and check the robustness of the modified static function of a moisture
meter. Values of moisture content for two transfer functions, calculated for the arithmetic
mean values of C1, C2, C3, and С4 capacitance, had been compared through dispersion
analysis.
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For both transfer functions two factors were examined: the influence of moisture
content (factor A) and the influence of grain type (factor B). The decision was to com-
pare the values ofMSb dispersions, explained with the influence of factor B. The transfer
function (2) is less sensitive to the change of a grain type because it has approximately
two times smaller value of MSb (0.304418 versus 0.63959). Later the dispersions of
repeatability and adequacy had been calculated and compared. It was possible to con-
clude that modified transfer function (2) provides minimal dispersions of repeatability
and adequacy and a minimal value of the F-test. Values of both dispersions for the trans-
fer function (2) are approximately three times smaller, and F-test values are seven times
smaller in comparison with the initial transfer function (1) what proves its’ better robust
properties.
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Abstract. The stage of landing a helicopter on unequipped fields in low visibility
or adverse weather conditions is particularly dangerous for pilots and passengers.
One of the possible ways to reduce risks is to use additional safe landing systems.
Among the variety of such systems the terrain radars that use space-time signal
processing and operate effectively in various environmental conditions deserve
special attention. An important and relevant task in developing and analyzing these
radars is a preliminary assessment of their general performance and accuracy. To
solve this problem, simulation models of the surface and reflected signals that are
detected by a two-antenna onboard radar are developed. The surface is represented
as a two-dimensional randomprocesswith a given correlation function of elevation
variation. Themodels of space-timefields after their sumanddifference processing
in the receiver channels are shown and analyzed in detail. Themodeling results are
the input data for the approbation of heuristic andoptimal algorithms formeasuring
elevation of the surface selected for a safe landing. The performance and accuracy
of the developed model are researched on the example of a three-dimensional
surface with a spatially extended obstacle.

Keywords: Helicopter Radar · Amplitude Direction Finding · Surface Elevation
Measurements · Surface Simulation

1 Introduction

Nowadays, helicopters play an important role in a variety of civilian and military tasks,
ranging from tourist flights to air mobility of troops in operations zone. One of the
most difficult and dangerous operations in helicopter piloting is landing on unprepared
surfaces, which is associated with an increased risk for the crew and passengers [1].
Statistics of aerospace accidents in the world show that the largest share of accidents
and disasters occurs during landing [2, 3]. Landing in rain, snowfall, dense fog, smoke,
or volcanic activity is evenmore dangerous. Onboard devices such as Global Positioning
System (GPS), Inertial navigation system (INS), accelerometer and gyroscope [4, 5],
Doppler navigation system (DNS) [6], radar altimeter (RA), DistanceMeasuring Equip-
ment (DME) [7] help to reduce risks for the pilot and crew. The combined operation of
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M. Nechyporuk et al. (Eds.): ICTM 2023, LNNS 1008, pp. 525–540, 2024.
https://doi.org/10.1007/978-3-031-61415-6_45

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-61415-6_45&domain=pdf
http://orcid.org/0000-0003-0715-3870
http://orcid.org/0000-0003-2989-8988
http://orcid.org/0000-0002-2547-8241
http://orcid.org/0000-0001-6644-0875
https://doi.org/10.1007/978-3-031-61415-6_45


526 A. Popov et al.

these systems and the pilot’s experience prevent a dangerous landing when helicopters
approach the ground. At the same time, a preliminary analysis of the ground surface
near the helicopter, measuring its altitude and determining a safe landing zone, are more
relevant. Modern systems for terrain mapping from UAVs are known, but such systems
use ultrasonic signals, which is unacceptable for helicopters due to the short remote
sensing range [8].

Safe landing systems are promising and are being developed all over the world.
Thus in [9], the research is based on photometric and altimetric data, but this method
cannot be implemented at night and requires altitude measurement, which does not
allow to determine the terrain area for landing in advance. The results of work [10] are
highly accurate due to the use of the terahertz waveband, but the use of such a terrain
estimation system in cloudy weather and dust storms is almost impossible due to sig-
nificant attenuation in a heterogeneous atmosphere. The article [11] presents the results
of the practical application of helicopter terrain systems based on the use of millimeter-
wave radars. However, most of the presented developments rely on heuristic methods,
which involve using ready-made technological solutions, and subsequent processing
is performed based on the generalization of engineering experience. In addition, their
effectiveness decreases when landing in low visibility conditions. In this context, the
development of a newmethod and device for measuring surface relief for safe helicopter
landing is relevant. The most optimal for the operation of such systems is the radio
range, as it is all-weather and has penetrating properties through snow, dust clouds,
smoke screens, etc. An example of a terrain measurement system is a direction finder.
Modern radio direction finders are based on various schemes, which generally can be
divided into single-channel and multi-channel. Single-antenna direction finder is rela-
tively easy to implement, but the measurement accuracy is low. Therefore it is necessary
to use larger antennas to improve accuracy [12], which is not appropriate for the task in
question. A two-antenna direction finder with special signal processing lets avoid these
disadvantages. These direction finders allow to performingmeasurementswith increased
accuracy due to the high direction-finding characteristic curvature and determining the
direction of signal arrival by measuring the difference in signal power at the output of
the channels.

To improve the quality of terrain reconstruction and achieve the potential accuracy,
the authors of paper [13] proposed an optimal algorithm for an onboard helicopter radar
system that should estimate the terrain elevation. In that work, the problem of end-to-
end signal processing was solved, starting with generation of sensing signals, reception
of electromagnetic fields by antennas, the algorithm for analyzing parameters by the
maximum likelihood method, and the estimation of terrain elevation. The proposed
method implies operation in the radio range, so it can be used in all weather conditions,
day and night. However, the research [13] shows only the ideology of radar construction,
which needs to be specified, tested for performance, and evaluated for accuracy by
conducting simulations using different surface models.

This paper proposes a model that can be used to simulate radar signals of a two-
antenna helicopter radar for elevationmeasurement. These radar signals are necessary for
further analysis of the method of their space-time processing proposed by the authors or
will be useful for any other research of new algorithms for extracting information about
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surface characteristics. In the simulation model coded in the FORTRAN programming
language, the sensing signals are formed considering the construction theory of radio
engineering radar systems, and the structure of the scattered signals takes into account
the electromagnetic wave propagation theory and electrodynamic characteristics of the
surface.

2 Problem Geometry and Signals Detected in the Radar

Let us consider in Fig. 1 the geometry of measuring terrain elevation from a helicopter,
which is based on the following equation:

h(x) = H − Rh(x) cos(θh(x)) , (1)

where H is barometric altitude, Rh(x) is slant range from the helicopter to each point of
the surface, θh(x) is the elevation angle of each point on the surface, measured from the
z axis

Out of (1) it follows that it is necessary to estimate the distance and elevation angle
of each surface point to measure h(x). The practice of radar measurements shows that
the distance can be estimated by the pulse method and the elevation angle by sum-and-
difference monopulse systems. There are other algorithms for estimating these param-
eters, but the proposed ones are the simplest and do not pose any special requirements
for radio equipment, such as a phased array antenna, coherent processing, and phase
unwrapping.

Fig. 1. Geometry of elevation measurement.

In this case, Fig. 2 proposed a basis altitude measurement geometry using a two-
antenna amplitude sum-and-difference direction finder and radio-range finder operating
in a complex.
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The following symbols are used in the figure: θ0 is angle that defines the equisignal
direction, θδ is angle bywhich themaximums of the radiation patterns are shifted relative
to the equisignal direction.

Fig. 2. Geometry of radar elevation measurements.

It is assumed that the antennas emit a pulse in the direction of the surface, which,
considering the antenna patterns �̇1(2)

(
θ − θ0 1(2)

)
, has the following form:

spr 1(2)
(
t, θ, θ0 1(2)

) = Re
{
�̇1(2)

(
θ − θ0 1(2)

)
Ȧ(t)ej2π f0t

}
, (2)

where indexes 1 and 2 correspond to the first and second antennas, �̇(θ) is radiation
pattern, Ȧ(t) = A(t)ejφ is the complex envelope of the sensing signal, f0 is the reso-
nance frequency, φ is the initial phase, A(t) is the signal amplitude, θ0 1(2) is maximum
directions of the radiation patterns.

For the convenience of further processing, let us convert the angles θ to the surface
coordinates x, considering that the altitude of the antenna does not change.

spr 1(2)
(
t, x,X01(2)

) = Re
{
�̇1(2)

(
x − X01(2)

)
Ȧ(t)ej2π f0t

}
, (3)

where X0 1(2) is maximum amplitude points of radiation patterns on the surface.
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The emitted signal reaches some defined area on the surface x, then it is reflected
from it, and arrives with some time delay tdel(t). Then the received signal, according to
the phenomenological description [14], will be observed in the antennas as follows:

ṡbs 1(2)
(
t,X01(2)

) =
∫

X
�̇ 2

1(2)

(
x − X01(2)

)
Ḟ(x)ṡ0(t, x) dx, (4)

where Ḟ(x) is the complex backscattering coefficient at every point of the observation
area, x is surface coordinate, is unit signal.

For sum-and-difference systems, the signals (4) take the form:

ṡbs�(t,X0) =
∫

X

[
Ġ1(x − X01) + Ġ2(x − X02)

]
Ḟ(x)ṡ0(t, x) dx

=
∫

X

[
Ġ1

(
x − X0 + Xδ

2

)
+ Ġ2

(
x − X0 − Xδ

2

)]
Ḟ(x)ṡ0(t, x) dx,

(5)

ṡbs�(t,X0) =
∫

X

[
Ġ1(x − X01) − Ġ2(x − X02)

]
Ḟ(x)ṡ0(t, x) dx

=
∫

X

[
Ġ1

(
x − X0 + Xδ

2

)
− Ġ2

(
x − X0 − Xδ

2

)]
Ḟ(x)ṡ0(t, x) dx,

(6)

where ṡbs�(t,X0) is received signals in the sum channel, ṡbs�(t,X0) is difference chan-
nel signals, Ġ(x) = �̇ 2(x), X0 is a point of equisignal direction on the surface, Xδ/2 is
some deviation from the equisignal direction.

To simplify the analysis, let us consider the antenna patterns as Gaussian curves
without side lobes, as they are in Fig. 3, which, as an example, shows the first and
second antenna radiation patterns relative to the equisignal direction in the Cartesian
coordinate system, as well as the radiation patterns resulting from processing in the sum
and difference channels.

Fig. 3. Directional patterns in surface coordinates.
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After sum-and-difference processing, the signals are transmitted to the receiver,
where internal noise is added. The observation equation to be processed by new heuristic
or optimal algorithms is as follows:

u�(�)(t,X0) = Re
{
ṡbs�(�)

(
t,X0, �λ(x)

)}
+ n�(�)(t), (7)

where n�(�)(t) is delta-correlated and mutually independent internal noise of the sum
and difference channels, �λ(x) = ‖Rh(x), θ (x)‖ a vector of parameters that should to be
estimated for measurement of h(x). Spectral density of noise N0/2 is the same in each
channel.

The authors in [13] proposed an optimal processing algorithm (7) and other
approaches to measuring elevation from a helicopter were reported in the literature.
The performance and accuracy of the main algorithmic operations require simulation
research. For this purpose, in the following sections, the model of real surfaces with
obstacles and the signals reflected by them is developed (7).

3 Methodology for Modelling Reflected Signals in Helicopter
Elevation Measurement Radar

For the simulation of the signals (7), firstly, let us present (4) in discrete form:

sbs 1(2)(t) =
∞∑

i=1

�̇2
1(2)(xi) · Ṡi · A(t) · exp

{
j

(
2π f0t + 2π f0

�Rh i

c

)}
, (8)

where Ṡi is averaged within the elementary area backscattering coefficient of each single
reflector or radar cross section of an elementary discrete reflector,�Rh i is differences of
distances to elementary reflectors on the surface, A(t) is envelope of the sensing signal
pulses without intra-pulse phase modulation.

Radar cross section, according to research [15–17], can be presented in general terms:

Ṡ =
(√

4π
)3( f0

c

)2

· C ·
¨

A

h(x, y) · cos(ϑx) · cos(ϑy
) · exp

(
−j

f0
c
4π�Rh(x, y)

)
dxdy,

(9)

where C is a normalization factor depending on the polarization of emission and recep-
tion, environment electrophysical characteristics, and the angle of incoming electromag-
netic waves, A is surface area ‘covered’ by radar, h(x, y) is surface elevation distribution
function, ϑx, ϑy are angles of wave incidence on the surface in the radar resolution
element.

According to expression (9), the radar cross section depends on the angle of obser-
vation of the illuminated surface, its electrophysical properties, geometric shape, and
polarization characteristics of the emitted and received signals, so to obtain reliable
results, this should be taken into account in the modelling of radar signals.

There are three main models of the underlying surface that characterize its pro-
file [18]: a mirror surface; a small-scale roughness surface with irregularities smaller
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than awavelength; and a flat surfacewith large irregularities. Real surfaces with complex
roughness can be represented as a combination of the above models.

Any uniform rough surface can be represented as a two-dimensional random process
h
(
xi, yj

)
with a certain two-dimensional correlation function of elevations R

(
τx, τy

)
:

R
(
τx, τy

) =
∫ +∞

−∞

∫ +∞

−∞
h(x, y) · h(x + τx, y + τy

)
dxdy. (10)

In the discrete representation of a stochastic surface, neighboring points form
quadrangular-shaped platforms – facets, for which reflected signals can by calculated
using hybrid geometric optics (GO) and physical optics (PO) methods.

The general view of the proposed model of the underlying surface is shown in Fig. 4.

Fig. 4. General view of the surface model.

Most researchers use the method of two-dimensional linear convolution or the spec-
tral method to model two-dimensional processes with a given correlation function [19].
However, both methods require significant computational resources. To save computer
memory without storing large datasets, fractal geometry methods are often used, as in
[20]. In paper [21], an alternative two-dimensional recursive filtering method was pro-
posed, which significantly speeds up calculations and does not require a large storage
space.

The two-dimensional digital recursive filter for modeling surface elevations has the
form:

hi,j =
∑K1

k=0

∑K2

l=0
ak,l · xi−k,j−l −

∑M1

k=0

M2∑

l=0

bk,l · hi−k,j−l
∣∣
k=l �=0 , (11)

where hi,j is an output process samples – elevations of surface points, xi,j is samples of
the input two-dimensional uncorrelated Gaussian process, K andM are filter order, ak,l ,
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bk,l are constant coefficients, which are determined by the iterative method proposed in
[21].

The autocorrelation functions of elevations (see Fig. 4) for the main types of surfaces
can be approximated by the expression

R(x, y) = exp

(
− 1

Rx
x − 1

Ry
y

)
cos (2π · fx · x) · cos (

2π · fy · y), (12)

where Rx, Ry are the surface correlation radiuses along the x and y axes, fx, fy are the
spatial frequencies along the x and y axes.

Changing the parameters (Rx, Ry, fx, fy) in (12), it is possible to get small-scale
or large- scale rough, periodic, or non-periodic surfaces. In this case, the order of the
filter (11) K = M = 2 and impulse response of the filter (11) will correspond to
the autocorrelation function r(x, y) (12), and the filter transfer function W

(
fx, fy

)
will

correspond to the spectral density of the random process that describes variation of the
elevations of the surface points [21].

Modeling of rough surfaces with a complex frequency structure is performed by
superposition of different simple surfaces, as shown in Fig. 5.

Thus, the surface modeling methodology is as follows:

– The wide-band spatial spectrum density of the required rough surface is divided into
n narrow-band spectra series;

– For each of the narrow-band spectra, the sampling steps are calculated at the fre-
quencies �fx, �fy, and at the coordinates �x, �y, so that the Kotelnikov theorem is
observed;

– The surface is modeled with a narrow-band spatial spectrum with appropriate steps
of sampling by coordinates using the vector recursive filtering method [21];

– The spatial linear interpolation of the obtained surfaces to the required (smallest)
sampling step is performed;

– The resulting interpolation surfaces are centered and normalized;
– The n surfaces are added with the required coefficients which correspond to the

elevations.

The proposed methodology is used to model the earth’s surface, a fragment of which
is shown in Fig. 6.

For modeling the work of the elevation measurement system with the elevation
dataset hi,j shown in Fig. 6, it is necessary to calculate the radar cross section for each
facet Si,j (9). For this purpose, the incident angles ϑx, ϑy of the radar signal on the facet
with coordinates i, j should be derived. The facets shown in Fig. 4 are described by
four points, while the surface is defined by three points. Therefore, each facet is divided
into 2 triangles. For each triangle the orientation angles ϑx,1, ϑy,1, ϑx,2, ϑy,2 relative to
the surface (x, y) and the triangle centroid coordinates (points of median intersection)
(x, y, h) are calculated according to the rules of geometry.

Out of the centroid elevation h and its coordinates
(
xi, yj

)
, the slant ranges�Rh i,j,1,,

�Rh i,j,2, and the complex reflectance of the facet are determined as

Ṡi,j =
∑2

k=1
C · cos(ϑx,k) · cos(ϑy,k) · exp{j(2π f0�Rh i,j,k/c

)}
. (13)



Simulation of Onboard Helicopter Radar Signals for Surface Elevation Measurements 533

Fig. 5. Construction of amultilayermodel (hereWi(f ) is a section of the two-dimensional spectral
density of the ith layer; αi is the angle of the ith layer; Wsum(f ) is a section of the result spectral
density of the whole surface).

The radar cross section of each facet calculated as the modulus of the complex
reflection coefficient for the surface (Fig. 6) is shown in Fig. 7.

The viewing angles θx, θy of each facet by radar are calculated similarly (using the
coordinates of the centroids), which makes it possible to consider the radiation pattern
of radar (Fig. 8)

Ṡi,j
(
θx, θy

) = �
(
θx(i)

) · �
(
θy(j)

) · Ṡi,j. (14)
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Fig. 6. Fragment of a three-scale model of the earth’s surface.

The reflected radar signal is formed by a set of elementary reflectors located at
different distances from the antenna, so the received signal is a superposition of signals
from elementary reflectors considering the difference of distances �Rh to them [22]:

Ṡ(t) =
∑Nx

i=1

∑Ny

j=1
Ṡi,j· exp{j(2π f0t + 2π f0�Rh i/c)}, (15)

where Ṡi,j is backscattering coefficient of each single facet (14) considering the radar
radiation pattern.

Fig. 7. Fragment of the radar cross section (13) of the Earth’s surface image (Fig. 6).

Fig. 8. Fragment of the radar cross section (13) of the Earth’s surface image (Fig. 6) observed by
the radar.

For modeling the signal (15) it is necessary to specify the shape and parameters of
the sensing pulse, since the signal received by the radar is a convolution of the signal
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Ṡ(t) with the pulse A(t). To calculate the convolution over time, it is necessary to set
the signal sampling interval �t and calculate the time moments tk = �t · k, k = 0...K,

where K is the number of signal samples in time, depending on the given maximum
radar coverage range.

The signal reflected from the surface (Fig. 8) and received by the radar (Fig. 9) is
simulated as

ṠR(tk) =
∑K

m=k
A(tm + tk)·

∑Nx

i=1

∑Ny

j=1
Ṡi,j · exp

{
j

(
2π f0tk + 2π f0

�Ri

c

)}
. (16)

Fig. 9. Signal received by the radar.

4 Program Implementation and Testing of Signal Modeling
Algorithm in Two-Channel Elevation Measurement System

The methodology for modeling surface topography and reflected signals discussed in
Sect. 3 is implemented in Fortran 2023 [23]. The functions of this programming lan-
guage for processing large datasets, multiplying them, and the possibilities of parallel
computing are used to implement fast processing.

The developed program allows to set the surface parameters (surface and facet sizes,
quantity of layers, parameters of autocorrelation functions and elevation dispersion of
each layer), helicopter flight altitude, quantity of radar beams, width of the radiation
pattern and slope angle of each antenna beams, duration and shape of the radar pulse,
signal sampling, etc. In addition, random surfaces can contain deterministic objects of
a given elevation and shape to test radar signal processing algorithms.

As an example, a two-antenna radar for elevation measurement is simulated with
the following parameters: helicopter flight altitude of 1.5 km, quantity of radar beams
is 2, pulse duration is 60 ns, pulse shape is Gaussian, width of the radiation pattern is
0.5°, surface viewing angles are 44.5 and 45.5°. For these radar parameters, a surface
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of 75 × 150 m was generated with a distance step of 7.5 mm with a complex three-
layer roughness and the mean-square deviation of elevations is 0.5 m. A long-distance
obstacle with a length of 5 m, a width of 10 m, and a height of 5 m with a Gaussian
shape is placed on the surface along the direction of the helicopter’s motion. The view
of the surface with the obstacle obtained as a result of modeling is shown in Fig. 10. The
surface cross-section in the direction of flight is shown in Fig. 11.

Fig. 10. Model of a two-dimensional surface with an obstacle.

Taking into account the orientation of the elementary surface units to the antenna
patterns, the spatial distribution of the radar cross section is obtained, as shown in Fig. 12.

A dark-colored area in the resulting image is located behind the long-distance obsta-
cle, which forms a shadow zone for the selected geometry. The result of the radar cross
section calculation is introduced to the block for calculating reflected signals. The signal
model also includes radiation patterns in the formof two-dimensionalGaussian functions
that isolate illuminated area from the given radar cross section, as shown in Fig. 13.

Fig. 11. Surface cross-section along the flight track.

The modulus of signals scattered by the surface and received by antennas with Gaus-
sian radiation patterns in the coordinates of the slanted range are shown in Fig. 14 (a).
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Fig. 12. Radar cross section of a surface with an obstacle.

(a)

(b)

Fig. 13. Surface irradiation areas with radar cross section within first (a) and second (b) radiation
patterns.

It follows from this figure that the second radiation pattern (located to the right of the
equisignal direction) covers a homogeneous area and the signals practically (almost)
repeat its shape. The signals in the first radiation pattern have a maximum in the area
of the obstacle, followed by a fragment of shadowing, and then a signal reflected by the
unshaded surface area.

To confirm themodeling reliability, signals from the same surfacewithout an obstacle
are obtained; they are in Fig. 14 (b).

As was mentioned in the problem statement, to detect the elevation, it is necessary to
determine the signal delay time by the sum radiation pattern and the angular position of
the pulse in the equisignal direction by the difference radiation pattern. The simulation
model can generate signals of the sum and difference channels, which are shown in
Fig. 15.

This program allows gradual change of the helicopter position (flight simulation) and
cyclic recording of signals from the sum and difference channels. The obtained data can
be used to analyze the performance and accuracy of various algorithms for measuring
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(a) (b)

Fig. 14. Signals in the first and second radiation patterns scattered by a surface with obstacle (a)
and a homogeneous surface (b).

Fig. 15. Signals of sum and difference channels of helicopter radar

surface relief. The results of these algorithms should be compared with the values of the
surface elevation averaged within the radiation pattern along the flight track.

5 Conclusion

The use of helicopters for various purposes is growing worldwide. When performing
rescue operations in low visibility conditions, the pilot cannot always navigate and make
the right decisions, which can lead to helicopter crash. The use of weather-resistant
systems can save lives. Radars with optimal signal processing can operate in adverse
conditions and detect obstacles, thus warning the pilot of danger.

The paper presents a simulation model of radar signal formation that carries infor-
mation about the elevation of the underlying surface. It is expedient to use the generated
signals for testing various heuristic, numerical, and optimal algorithms for estimating
the surface elevation before helicopter landing. The feasibility of the developed model
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is achieved by taking into account the diffraction theory, the Huygens-Fresnel method,
and using hybrid geometric optics and physical optics methods.
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Abstract. The surface of a bulk substance is usually very irregular and can include
very high peaks and deep tunnels, what make single point level measurements
rather tricky. The main task of the study was to investigate the possibility of
bulk solids quantity or volume monitoring by surface 3D scanning with a help of
the only one single point high frequency radar combined with a hexapod movable
platform.Desirable position and orientation of a hexapod platform can be provided
by solving the inversed kinematics task, when we can estimate the length of each
kinematic rod knowing the displacement of the movable platform in relation to
the stationary base . The possible algorithm for the grain volume calculation was
suggested, similar to what is used together with acoustic or laser systems for
surface 3Dscanning,whichprovides the possibility of accurate bulk solids quantity
monitoring.

Keywords: level measurement · high frequency radar · hexapod platform ·
density point cloud · 3D visualization

1 Introduction

Level (quantity) measurement of solids is typically implemented to reservoirs, which
can store a variety of materials, such as cement, plastic pellets, coal, lime, flour, grain,
aggregates, wood dust etc. [1]. Depending on the dedication, such reservoirs have dif-
ferent design, shapes and sizes [2]. Silo in the most cases is a cylindrical storage vessel
for bulk substances in either steel or concrete. It typically has two to thirty meters in
diameter and ten to sixty meters in height. Hoppers or bins are traditionally smaller
than silos. These reservoirs are used as intermediate buffers between inventory and daily
production [3]. Hoppers are temporary storage containers for dry solids, holding product
for later use.

Many level measurement methods have been developed to measure the amount of
solids in silos, starting from the very basic techniques and up to the high tech [1, 4]. In
the present market of level measurements for solids we can detect: rope measurement;
plumb bob; load cell/strain gauge; capacitance; ultrasonic; laser; guided wave radar and
radar.
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Among the direct, we can mention rope measurement and plumb bob methods [5].
These methods are reasonably accurate and suitable for materials with very low bulk
density. Among themain disadvantages we can detect the impossibility to operate during
the filling process, damage of cables and weights in turbulent applications, possible
failures when the cable collects dust and debris.

The oldest continuous level measurement technology for solids is the static weight
system. The silo or hopper sits directly on multiple load cells that put out a signal level
directly proportional to the weight of the silo [6]. Strain gauges operate similarly by
reporting a varying voltage output with load. The method provides accurate measure-
ments of the mass of the silo with its content. From the other hand, the installation of
load cells can be difficult and expensive if the silo must be completely lifted onto the
cells. The process of the static weight system calibration with the necessity to define
zero and mass span points can be tricky [7].

Capacitance technology of level detection had been used for over fifty years. A
capacitive measuring instrument uses an electronics transmitter with a non-insulated
probe and a ground reference. The ground reference can be a metallic silo wall, con-
nected to electrical earth [8, 9]. Capacitance technology can be used in wide range of
applications, including high temperature and high pressure. It has installation flexibility
and can be assembled on the top, on the side or at the bottom of a silo, if necessary [10].
Among disadvantages, we can name the increased sensitivity to moisture and dielectric
properties of a bulk substance [11–13].

Ultrasonic technology uses the time-of-flight principle, directing high frequency
sound waves to the material by a transducer and measuring the time lapse of the return
[14]. Frequencies around 5 kHz are commonly used for solids while frequencies at
44 kHz or above are used for primarily liquid targets. Ultrasonic meters are non-contact,
low cost and reliable devices and can be used in completely opened silos or hoppers. In
the other hand dust can prevent the return of the ultrasonic signal, high temperature leads
to measurement uncertainty and sloped surfaces may cause indirect reflection [15].

Laser technology is a second example of the time-of-flight principle, operating at
laser wavelength. Laser technology is effective for scanning the surface and accurate
volumemeasurements inmediumswithminimal dust.When applied for solids it requires
an air purge option [16]. Laser technology provides narrow beam and accurate point
measurements with very fast update rates. Negatives are high maintenance associated
with cleaning andpoor performance in dusty applications. Extremely dusty environments
absorb the laser signal and there is no reflection from the surface [17].

Guidedwave radar (TDR) technology sends an electromagnetic pulse trough aguided
conductor until it hits the tank contents and then returns [18]. This technology is generally
limited to 20 m or less range of measurement and materials that are not extremely heavy
or abrasive. Like ultrasonic, it is easy to set up and has relatively low cost. Besides,
it is not sensitive to atmospheric conditions (dust, temperature and pressure). Big list
of restrictions for the guided conductor (cable system) installation can be a significant
disadvantage of the TDR technology [19].

Radar technology had been used successfully for liquid level measurement since
the middle of 1970s on large storage vessels. After 2000, when 24 GHz radar systems
appeared, they quickly became the preferred measurement technology for all leading
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manufacturers [20]. Present radar measuring instruments are cost effective, work well in
dusty mediums, are effective up to 100 m range and provide high accuracy. Among the
disadvantages, we can mention the possible influence of a filling stream, causing false
measurements, and tricky measurements of very top and very bottom levels [21].

For the most tasks of bulk substances quantity monitoring inside the large capacity
industrial tanks radar technology prevails the others.

2 Problem Statement

One of the important factors in silo level measurement is the structure of a grain surface
inside the silo. These complex structures occur after the grain is unloaded from the silo
or after its filling (Fig. 1).

Fig. 1. Example of a complex surface structure inside the silo

Single-point levelmeasuring systems like ultrasonic, laser or traditional radar provide
a perfect solution for level measurement of liquids. Measurement of the silo level with
single-point measuring instruments cannot be a good solution because of low accuracy
and possibility to operate only with estimated volume values. The surface of a bulk
substance is usually very irregular and can include very high peaks and deep tunnels.
The error can be reduced by increasing the number of sensors or acoustic 3D scanners
application, what is a traditional solution.

The task of a present research is to investigate the possibility of surface 3D scanning
with a help of the only one single point high frequency (80…120 GHz) radar combined
with an automated rotary device, based on Stuart hexapod movable platform [22]. It
seems to be an effective solution to solve the current problems of point radar level or
volume measurements in silos.
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3 Materials and Methods

However, when it comes to measuring the level in silos, tanks containing bulk solids
with highmaterial stacking, using single-pointmeasurementmethodsmaynot accurately
reflect the level of material inside the silo, nor accurately estimate the remaining volume
of the material.

At a present moment acoustic 3D scanners with multi-point measurement function is
the only solution, capable to solve this problem [23]. 3D level scanners provide holistic
imaging of the level of the bulk substance inside the silo. The 3D level scanner is based
on a non-contact continuous level transmitter technique, which is appropriate for not just
measuring irregular surfaces but also provides imaging inside the silos. The technology
implements the acoustic pulse system, which helps in mapping a representation of the
interiors of closed and/or open silos, bins, and bunkers. It also helps in detecting sidewall
buildup [24].

Traditional 3D level scanner consists of 3 antennas. These antennas work as trans-
receivers that transmit low-frequency pulses and receive them back to create an image
of that point. The 3D level transmitter receives echoes of the pulses and measures the
distance based on the time of flight principle and the beam angle. Usually it has a digital
signal processor unit, which analyses each echo to measure all levels such as maximum,
minimum, average along with the volume and mass of the goods stored in the silos. To
measure the volume and mass, the 3D level transmitter assigns each echo received with
a weight instead of averaging it out. This weight is later being used to digitally map the
points of level and measure the mass and volume accurately irrespective of the type and
size of the material that is being stored.

When investigating the possibility of surface 3D scanning with a help of a single
radar measuring instrument, it seemed possible to use one high frequency radar with
a 80 GHz frequency and more. It has a very small beam angle (not more than 3.5°),
measuring range up to 120 m and high accuracy (nearly ±5 mm for 80 GHz frequency
and ±1 mm for 120 GHz frequency). The result of level measurement is invariant to
changing process conditions such as temperature, pressure or strong generation of dust.

The next task is to combine the high frequency radarwith an automated rotary device,
to make it possible the automated complex radar movement with high precision. Here
Stuart hexapod movable platforms seems to become a perfect solution (Fig. 2). Mecha-
nisms of a parallel kinematic structure, based on a Stuart platform, consist of a stationary
base, movable platform and six kinematic rods, which length can be adjusted with a help
of six servo drives. Desirable position and orientation of a hexapod platform can be
provided by changing the length of six kinematic rods and converting six transitional
levels of freedom into three positional (vector of movement) and three orientation lev-
els of freedom (steering angles of a solid body). Complexity of the hexapod dynamics
makes it impossible to implement decentralized control without taking into account the
mutual influence between different levels of freedom in kinematic rods’ motion, because
the movement of a separate kinematic rod is dependent [25]. Common instructions for
hexapod control systems are absent, and it makes evident the necessity to synthesize an
accurate hexapod dynamics equation.
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Fig. 2. Stuart hexapod movable platform

Modern Stuart platforms can provide motion ranges to ±200 mm and to ±20° with
up to 1µmand 0.5µrad resolution respectively, what is quite enough to build an effective
3D scanning system for the bulk solids volume measurement inside the silo.

4 Theory/Calculation

Firstly, it is necessary to analyze the geometry and kinematic scheme of a hexapod
platform (Fig. 3).

Let’s introduce two systems of coordinates: inertial O0X0Y0Z0, connected with a
center of a stationary base, and movable, O1X1Y1Z1, connected with a center of mass
of the movable platform [26]. Movable platform coordinates can be described with a
vector

r = (x, y, z, α, β, γ )/. (1)

It contains linear displacements x, y, and z of the movable platform center of rotation
O1 in relation to the inertial system of coordinates O0X0Y0Z0, so as angular displace-
ments:α – yaw angle, β – pitch angle, γ – roll angle. They describe themovable platform
rotation in relation to the O1X1Y1Z1 system of coordinates. Kinematic rods length is
usually described with another vector

q = (L1,L2,L3,L4,L5,L6)
/, (2)

connected with an inertial system of coordinates O0X0Y0Z0.
Because of the specific design of a Stuart platform, we have a nonlinear dependence

between the kinematic rods length and movable platform displacement [27]. This fact
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Fig. 3. Kinematic scheme of a hexapod platform

creates a task to define the movable platform coordinates when we know the length
of each kinematic rod (task of forward kinematics), or a task to define the length of
each kinematic rod when we know the movable platform displacement (task of inversed
kinematics). The task of forward kinematics can be expressed with the Eq. (3):

ΔX = JΔq, (3)

where Δq is a vector of kinematic rods length increment, ΔX is a vector of x, y, z, and
α, β, γ coordinates increment. A Jacobian J can be described with formula (4):

J = �J1, J2, J3, J4, J5, J6�. (4)

As for the task of inversed kinematics, we can describe it with the Eq. (5):

Δq = J−1ΔX . (5)

The inversed kinematics task is when we can estimate the length of each kinematic
rod knowing the displacement of the movable platform in relation to the stationary base.
This is mathematically straightforward task to solve [28]. Consider the geometry of a
hexapod shown in Fig. 3, we can write the next formulas:

L1 =
√

(T1x − B1x)
2 + (

T1y − B1y
)2 + (T1z − B1z)

2,

L2 =
√

(T2x − B2x)
2 + (

T2y − B2y
)2 + (T2z − B2z)

2,

L3 =
√

(T3x − B3x)
2 + (

T3y − B3y
)2 + (T3z − B3z)

2,

L4 =
√

(T4x − B4x)
2 + (

T4y − B4y
)2 + (T5z − B5z)

2,
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L5 =
√

(T5x − B5x)
2 + (

T5y − B5y
)2 + (T5z − B5z)

2,

L6 =
√

(T6x − B6x)
2 + (

T6y − B6y
)2 + (T6z − B6z)

2.

Necessary displacements and rotations of themovable platformcanbedirectly imple-
mented to the points T1…T6. The post-movement length of six kinematic rods L1…L6
can be recalculated for the new joint coordinates of the movable platform. Then it should
be compared with the pre-movement leg length, to determine the necessary change in
the length of each individual kinematic rod.

It makes possible to suggest the next structural control scheme for the hexapod
platform movement (Fig. 4).

Fig. 4. Structural control scheme of a hexapod platform for the inversed kinematics task

Designations, present on Fig. 4, are described below:

– r0 – vector, which describes the necessary displacement of the movable platform (six
degrees of freedom) r0 = [x0 y0 z0 α0 β0 γ 0]/;

– Ω0 – vector of errors (errors of interpolation and other factors, which influence the
implementation of vector r0) Ω0 = [Ωx

0 Ωy
0 Ωz

0 Ωα
0 Ωβ

0 Ωγ
0]/;

– r1 – real programmable vector of the movable platform displacement, which takes
into account the errors r1 = r0 + Ω0;

– q0 – vector of the six kinematic rods length set values q0 = [L10 L20 L30 L40 L50

L60]/;
– q2 – vector of the six kinematic rods length measured values q2 = q1 + Ω1 = [L12

L22 L32 L42 L52 L62]/, where q1 is a vector of kinematic rods real length and Ω1 is
a vector of kinematic rods length measurement errors;

– x0 – vector of the hexapod platform coordinates without disturbance in relation to the
O0X0Y0Z0 system of coordinates, when the resistance to the platform movement is
absent x0 = [x00 y00 z00 α 0

0 β0
0 γ 0

0]/;
– Ф0 – vector of disturbances, which influence the displacement coordinates of a

movable platform Ф0 = [Фx
0 Фy

0 Фz
0 Фα

0 Фβ
0 Іγ 0]/.

Master regulator in the structural control scheme is divided into three parts: W1q,
W2q andW3q, to increase the control quality and take into account the cross-links inside
the hexapod platform.
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5 Results/Discussion

The next important step is to model the grain surface inside the silo and to determine
grain quantity or grain volume. Firstly, it would be necessary to define the required
number of control points for the radar 3D scanner displacement (Fig. 5).

Fig. 5. Representation of a silo cross sectionwith diameter D and distribution of the control points

At the initial processing step, the grain surface position at each control point can be
estimated by transforming distances and angles, collected from the 3D scanner [29]. It
is required to recalculate the point cloud data from spherical to Cartesian coordinates.

The X and Y coordinates form the horizontal plane are not adjusted because the 3D
scanner was used as the XY origin. It is necessary to determine Z coordinate, which
directly gives the displacement of a grain surface points in relation to the silo bottom.
The final elevation of the grain surface can be calculated with a help of equation:

Z = H + sin(Θ)r − h, (6)

where Z is a final elevation of the grain surface in relation to the silo bottom, m;

H is a height from the silo bottom to the eave, m;
Θ is a polar angle between origin and eave, °;
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r is a distance from the origin to the eave, m;
h is an original elevation from the measurement system to the grain surface, m.

Further data processing can be performed with a help of dedicated software tools
like MATLAB, ModelBuilder, ArcScene etc. [30]. The possible algorithm of the grain
volume calculation is given on Fig. 6.

Fig. 6. Algorithm for the ModelBuilder procedure of the grain volume calculation

All of the measured points along the grain surface represent the only input feature.
This density point cloud should pass compressive sensing tool, which performs effective
separation of bulk grain reflections from wall reflections [20]. Silo diameter and height
of the silo floor have to be defined within the model. Then a circular bounding geometry,
which encompass the data set in the XY plane should be created, and the center of a
bounded circle feature can be established with the mean center tool. A buffer that repre-
sented the silo diameter was created about the center point. An additional field contains
the silo floor height, and the 3D attributes were created for the buffered polygon. For
the measured surface points, it was possible to apply the Kriging method to interpolate
the surface of the grain [31]. The resulting raster was converted to a Triangular Irregular
Network (TINs are commonly used in engineering applications to calculate areas and
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volumes) [32]. The TINs allowed the surface model displacement and storage in a 3D
format. Finally, the polygon volume tool is necessary to calculate the volume between the
grain surface (a TIN feature) and silo bottom (a polygon feature). The 3D visualization
of the silo floor and grain surface as a both a points and TIN feature can be conducted
with ArcScene software.

6 Conclusions

Single-point level measuring systems like ultrasonic, laser or traditional radar provide
a perfect solution for level measurement of liquids. Measurement of the silo level with
single-point measuring instruments cannot be a good solution because of low accuracy
and possibility to operate only with estimated volume values. The surface of a bulk
substance is usually very irregular and can include very high peaks and deep tunnels,
what makes single-point measurements rather tricky.

The possibility of surface 3D scanning with a help of a single radar was investigated.
It seems quite possible to use one high frequency radar with 80 GHz frequency and more
as a combinationwith an automatedStuart hexapodmovable platform.Desirable position
and orientation of a radar can be provided by changing the length of six kinematic rods. A
hexapod implementation is perhaps the most efficient method of achieving six degrees
of freedom in terms of space, economics, and possibly design. A traditional method
might consist of three linear stages, a tip/tilt stage, and a rotary stage, stacked on top of
each other. Each axis will require an actuator and the mechanism to define the desired
degree of freedom. By comparison, a hexapod likely has six identical linear actuators
with identical drive parameters to accomplish the same six degrees of freedom.

The structural control scheme for the hexapod platform movement is suggested,
following the inversed kinematics task, when we can estimate the length of each kine-
matic rod knowing the displacement of the radar, assembled on the top of the movable
platform, in relation to the stationary base.

Besides, the possible algorithm for the grain volume calculation was suggested, sim-
ilar to what is used together with acoustic or laser systems for surface 3D scanning. We
expect our high frequency radar surface 3D scanner to be more effective in comparison
with laser or acoustic 3D scanners, because they have enough small beam angle, mea-
suring range up to 120 m and high accuracy. What is very important, the results of radar
level measurement are invariant to changing process conditions such as temperature,
pressure or strong generation of dust unlike laser and acoustic systems.
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Abstract. The atomic functions-based image processing system (AFIPS) is based
on discrete atomic transform (DAT). It provides a combination of image encryption
and compression features with a machine learning-oriented data format. Taking
into account the current data processing and analysis trends, applying AFIPS is
promising. In this paper, a problem of its complexity reduction is considered.
The new coding scheme, which ensures a significant decrease in the number of
arithmetic operations, is proposed, and its efficiency exploration is given in terms
of different indicators. In particular, it is shown that the proposed modification
of AFIPS provides a higher compression ratio and, hence, greater memory sav-
ings when applying this algorithm with three modes of the DAT procedure: clas-
sic, block-splitting, and chroma-subsampling. Also, the suggested improvement
reduces the time complexity that is illustrated by processing a satellite image
dataset. In addition, the practical aspects of the further applications, including
UAV image processing and analysis, are discussed.

Keywords: Discrete Atomic Transform · Lossy Image Compression · Data
Coding · Image Encryption

1 Introduction

Data processing is a rapidly developing branch of information technology. Due to dif-
ferent reasons, in particular the significant increase in computational capabilities and
reduction in hardware price, it has become an integral part of all kinds of production [1,
2], economic andfinancial processes [3, 4], social communication [5, 6], etc.Datamanip-
ulation is a key component. Its proper management ensures solving the required tasks, a
decrease in resource expenses, and sustainable development. Taking into account a set of
current challenges, including cybercriminal activity [7], deepfake threats [8], and huge
amounts of information [9], it requires new approaches and principles. Their design and
development can be based on non-classic mathematical tools that combine fundamental
validation with the simplicity of practical implementation. In this paper, we consider
the data processing method that is constructed using such objects. Image processing
is a focus of the current research. Criminal activity [7], deepfake threats [8], and huge
amounts of information [9], it requires new approaches and principles. Their design and
development can be based on non-classic mathematical tools that combine fundamental
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validation with the simplicity of practical implementation. In this paper, we consider
the data processing method that is constructed using such objects. Image processing is
a focus of the current research.

Digital images are a particular part of data [10]. They have numerous applications, for
instance, in security [11, 12] and ecology monitoring [13, 14], agriculture development
[15, 16], medicine [17, 18], remote sensing [19, 20], etc. There are many classes of
images, and their common feature is the high resource expenses needed for storing,
processing, transferring via networks, and analyzing [21, 22]. Compared to other data
types, for instance, texts and audio recordings, they require much greater memory costs.
Moreover, in most cases, digital images belong to the unstructured data category, which
complicates their application in artificial intelligence (AI) and machine learning (ML)
[23]. In addition, some of their classes, in particular medical, security camera, aerial,
and satellite data, must be protected from hackers and terrorists [24, 25].

Hence, the following features of image processing methods are required: encryption,
compression, and structured content representation.

There aremany algorithms that ensure either data encryption [26, 27] or compression
features [28]. Also, methods that are focused on images only have been developed [29,
30]. Nevertheless, none of them can be considered the perfect one. Indeed, in most cases,
just protection or memory expense reduction is ensured. In some applications, a combi-
nation of compression and encryption is obtained by combining several approaches that
lead to additional computational expenses, especially when processing large datasets.
Moreover, most existing image formats do not provide AI/ML-oriented representation,
i.e., data from such files cannot be used directly without preprocessing. In particular,
decompression and decryption are required.

So, the problem of creatingmethods that ensure a combination of image compression
and protection with AI/ML-oriented data formats is opened. Considering the explosive
increase in computer vision (CV) applications, it is of particular interest. The necessity
to satisfy current data manipulation regulations [31, 32] and AI technology development
declarations [33] makes this problem of particular importance.

In [34], an atomic functions-based image processing system (AFIPS) is proposed.
It can be considered an attempt to solve the problem stated. AFIPS provides image
encryption as well as lossy and lossless compression [35, 36]. Besides, the proposed
data format is supposed to be useful in ML and CV [34].

Discrete atomic transform (DAT) is a core of the AFIPS system [34]. It is based
on applying the special class of atomic functions [37, 38]. The DAT procedure has low
time [39] and spatial complexity [40] that makes AFIPS use promising especially in
autonomous and edge computing systems [41, 42].

In this paper,we improve the performance of coding theDATcoefficients, which is an
essential part of AFIPS [34]. We propose a computation reduction approach that forms a
novelty of the current research. Our contribution is a comprehensive investigation of the
proposedmethod of applying the AFIPS system in various image processingmodes. The
paper is organized as follows. First, the research task is formulated. Then, the proposed
solution is given and its performance is investigated by processing test image dataset.
After that, the results obtained are discussed. Finally, the conclusions follow.



Complexity Reduction in DAT-Based Image Processing 555

2 Task Formulation

The AFIPS system is shown in Fig. 1. It works as follows [34].

Fig. 1. Atomic function-based image processing system.

An input is a matrix of multi-channel digital image. When processing a grayscale
8-bit data, the number of channels is equal to 1. When processing 24-bit full color
images, it is given by a matrix of RGB-components: red (R), green (G) and blue (B)
AFIPS operation is specified by a group of the following settings: preprocessing mode,
protection key and quality loss mode.

Preprocessing settings define a set of procedures that have to be applied to the input
matrix:

– RGB-to-YCrCb transform that computes three matrices of luma (Y) and chroma (Cr,
Cb) components;

– chroma-subsampling procedure, which may follow the RGB-to-YCrCb transform;
– block-splitting, i.e. a source matrix is splitted into fixed size blocks.
– Then, the transform can be applied to both grayscale color and full images as well as

to multi-channel ones.

The image preprocessing step can be skipped. Otherwise, its parameters are encoded
in order to provide correct reconstruction.

A protection key, given as a bit set, specifies a structure of the DAT transform. The
protection feature of AFIPS is ensured by storing it separately from the output data
which is a byte array. Further, this data can be stored in a binary file or transferred via
networks.

Quality loss mode defines the type of compression: lossless or lossy. When applying
lossy image compression, the parameter denoted by UBMAD is provided. It defines
quantization coefficients and, hence, distortions level (see [35] for more details).

The main computations are performed in the following order:

Preprocessing. The image matrix A is preprocessed. This stage provides the set of
matrices {B1, . . . ,Bm}.
Discrete Atomic Transform. The DAT is applied to each matrix Bk . A structure of DAT
is specified by the protection key and preprocessing mode. The set {W1, . . . ,Wm} of
matrices of DAT-coefficients is an output of this stage.
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Quantization. The elements of {W1, . . . ,Wm} are quantized. Wherein, the coefficients
of quantization are defined by UBMAD. An output of this stage is the set {T1, . . . ,Tm}
of matrices of quantized DAT-coefficients.

Postprocessing. When applying the lossy compression mode, this stage is skipped.
Otherwise, the following steps are performed:

1) dequantize matrices {T1, . . . ,Tm};
2) apply inverse DAT to each matrix computed at the previous step;
3) applying inverse preprocessing and compute the matrix R, which is a reconstruction

of the source matrix A;
4) compute the difference matrix D = A – R.

Coding. Matrices {T1, . . . ,Tm} and the difference matrix D are encoded using a
combination ofGolomb codeswith context adaptive binary arithmetic coding (CABAC).

Consider this proceduremore in detail. Since theGolomb codingworks with positive
numbers, the AFIPS system uses its minor modification. Each positive integer k is
assigned to a bit sequence as follows:

(1)

and each negative integer (–k) is encoded as follows:

(2)

Then, the binary stream obtained is compressed using CABAC that requires a lot of
arithmetic operations [28]. This is a bottleneck of AFIPS for the following reasons.

Currently, digital images have a great number of pixels. Therefore, matrices
{T1, . . . ,Tm} and D contain a lot of elements, which are encoded using (1), (2). This
implies that the corresponding binary stream consists of a huge number of bits, each of
which requires applying a lot of arithmetic operations. So, the coding stage is computa-
tionally expensive and, hence, its improvement is a must. The task of this research is to
reduce a number of arithmetic operations at the coding stage of AFIPS.

3 Task Solution

3.1 Coding Improvement

In order to reduce the number of arithmetic operations when coding data in AFIPS we
propose the following binary stream assignment:

0 ↔ 0, (3)

(4)

(5)

where k is a positive integer.
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The main features of the proposed approach are:

– the first bit indicates if an encoded number is equal to zero or not;
– the last bit of each non-zero value representation defines its sign.

Next, we suggest to perform the following bypass:

1) scan the first bit of each encoded value;
2) scan the last bit of each non-zero value;
3) for each non-zero value, scan the rest of bits, except the first and the last ones.

Further, we call the proposed binary stream assignment progressive.
Finally, the obtained data are compressed using CABAC. In Fig. 2, an illustration of

the suggested approach is given.

Fig. 2. Progressive encoding scheme: example.

Now, we investigate the efficiency of the progressive scheme. First, it follows that
its applying in the AFIPS system can only affect the compression ratio (CR), which is
defined as follows:

CR = size of the source image

size of the compressed image
.

Wherein, the loss of quality, which is introduced at the quantization stage, remains
unchanged. Hence, values of distortions indicators, in particular, root mean square error
(RMSE) and peak signal-to-noise ratio (PSNR), are the same.

Second, Table 1 allows the comparison of the Golomb coding (1), (2) with the
progressive scheme given in (3)–(5).

It follows that

1) both the Golomb and progressive approaches encode zero values in the same way;
2) the Golomb coding requires one less bit than progressive, when coding 1;
3) when encoding (−1) and 2, both methods provide the same number of bits;
4) when coding integers that are greater than 1 in absolute value, the progressive scheme

needs less bits.

It is clear that the length of the bit sequence, which is further compressed byCABAC,
significantly depends on the encoded value distribution that is specified by image content
as well as its processing settings. In order to investigate the performance of the proposed
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coding approach, we process the test images dataset with various AFIPS settings and
explore the efficiency measured by CR, total memory expenses and processing time.

Table 1. Bit sequence lengths comparison.

3.2 Test Data Processing

Now, we study the efficiency of the proposed method. For this purpose, a set of 93 three-
channel large-scale satellite images of European Space Agency () is processed. The total
size is 7.22 GB. Each sample has a lot of small-sized objects and sharp changes of color.
In other words, the test dataset has the complex content. Raw images can be found at
the following link: https://drive.google.com/drive/folders/1ndK4VkaQBO2hWU_mYE
8xG9CHL_2TYNco?usp=sharing.

The test images are processed by the AFIPS systemwith the following preprocessing
modes:

– classic – the RGB-to-YCrCb color space transform is applied to source matrix;
– block-splitting – a combination of RGB-to-YCrCb transform with splitting image

into 512 × 512 blocks is applied;
– chroma-subsampling – the RGB-to-YCrCb conversion and chroma subsampling are

performed.

The UBMAD parameter, which defines coefficients of quantization of DAT-
coefficients, is varied. Lossy compression is evaluated in terms of CR and total memory
expenses. In addition, PSNR is computed. Besides, time of compression/decompression
is determined.

https://drive.google.com/drive/folders/1ndK4VkaQBO2hWU_mYE8xG9CHL_2TYNco?usp=sharing
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Tables 2, 3, 4, 5, 6 and 7 presents the obtained results. Due to page limitations, the
averaged values are presented. One can find all data processing results at the follow-
ing link: https://drive.google.com/drive/folders/1B--jCaN6VIXxVqQEkwjxJlZAM1T-
UVs8?usp=drive_link. Test data processing is carried out on the AMD Ryzen 5 5600H
CPU, 16 GB RAM.

In the next subsection, a comprehensive analysis is provided.

Table 2. Lossy compression performance: the classic mode.

UBMAD PSNR, dB CR Total size, MB

Golomb Progressive Golomb Progressive

36 46.04 2.34 2.46 3193.12 3057.14

63 41.00 3.84 4.17 1990.63 1855.24

95 38.25 5.00 5.49 1554.42 1434.05

155 35.24 7.44 8.31 1081.48 981.08

Table 3. Time performance: the classic mode.

UBMAD Average time:
compression/decompression

Total time:
compression/decompression

Golomb, sec Progressive, sec Golomb, sec Progressive, sec

36 10.17/8.65 6.45/5.19 946/804 600/483

63 6.89/5.12 4.25/3.24 641/476 396/302

95 5.84/4.15 3.62/2.68 543/386 337/249

155 4.83/3.17 3.01/2.08 449/295 280/194

Table 4. Lossy compression performance: the block-splitting mode.

UBMAD PSNR, dB CR Total size, MB

Golomb Progressive Golomb Progressive

36 45.99 2.32 2.43 3220.32 3094.95

63 40.96 3.87 4.14 1991.99 1875.90

95 38.21 5.06 5.46 1549.63 1447.78

155 35.20 7.60 8.32 1071.92 986.99

https://drive.google.com/drive/folders/1B--jCaN6VIXxVqQEkwjxJlZAM1T-UVs8?usp=drive_link
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Table 5. Time performance: the block-splitting mode.

UBMAD Average time:
compression/decompression

Total time:
compression/decompression

Golomb, sec Progressive, sec Golomb, sec Progressive, sec

36 10.47/8.44 7.52/5.42 974/785 700/505

63 6.97/4.90 5.48/3.50 648/456 510/326

95 5.98/3.89 4.65/2.82 556/362 433/263

155 4.92/2.90 3.98/2.17 458/270 371/202

Table 6. Lossy compression performance: the chroma-subsampling mode.

UBMAD PSNR, dB CR Total size, MB

Golomb Progressive Golomb Progressive

36 36.91 3.97 4.16 1863.00 1784.43

63 35.78 6.04 6.53 1242.00 1158.35

95 34.70 7.51 8.22 1008.32 931.15

155 33.08 10.32 11.50 751.57 682.48

Table 7. Time performance: the chroma-subsampling mode.

UBMAD Mean: compression/decompression Total: compression/decompression

Golomb, sec Progressive, sec Golomb, sec Progressive, sec

36 6.23/5.63 3.69/3.08 579/524 344/287

63 4.12/3.38 2.63/2.08 383/243 245/194

95 3.54/2.61 2.25/1.73 329/243 210/161

155 2.88/2.05 1.90/1.40 268/191 177/130

3.3 Analysis

From results, presented in Tables 3, 5 and 7, this implies that progressive coding provides
lower time costs than Golomb encoding for each mode and any UBMAD. It is indicated
by both average compression/decompression time and total time expenses.

Also, progressive coding ensures better compression in termsofCRand totalmemory
expenses (see Tables 2, 4 and 6).

Hence, the suggested coding approach outperforms the Golomb one with respect to
the applied efficiency metrics.

Next, it follows that decompression is faster than compression. So, the method
considered is non-symmetric. Although, the difference is insignificant.
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Now, let us focus on a performance of the AFIPS systemwith the progressive coding
of quantized DAT-coefficients.

We see that both classic and block-splittingmodes ensure near the same compression
efficiency, measured by CR (see Tables 2, 4). Nevertheless, the first one provides lower
total memory costs. Although comparing the difference with the size of the source data,
one can see that it is minor.

Moreover, Tables 3 and 5 show that the classic mode is faster than the block-splitting
one. However, there is no significant difference between them.

Finally, Tables 2, 3, 4, 5, 6 and 7 indicate that the chroma-subsampling mode ensures
the best compression and time complexity performance for each value of UBMAD.
However this comparison is not completely correct due to the difference in the distortions
introduced when processing images.

Indeed, from Tables 2 and 4, this implies that the classic and block-splitting modes
provide nearly the same loss of quality, measured by PSNR. At the same time, Table 6
shows that the chroma-subsampling mode produces greater distortions for anyUBMAD.
The reason is an introduction of information loss when subsampling matrices of chroma
components.

The chroma-subsampling mode of the AFIPS system might be useful for processing
images that were previously compressed by methods applying subsampling of chroma
matrices, and the JPEG algorithm is the most famous of them. We illustrate this in the
next subsection.

3.4 JPEG-Images Processing

Consider the Semantic Drone Dataset (http://dronedataset.icg.tugraz.at). It contains 400
full color 6000× 4000 pixel images in the JPEG format. The total size is 3.8 GB (JPEG).
The size of the raw data is 26.89 GB (BMP).

This data are processed by AFIPS withUBMAD= 155 and the chroma-subsampling
mode. As it can be seen from the previous subsection, this setting of the AFIPS system
produces the highest distortions when processing satellite images.

The following results are obtained: the average PSNR is 36.67 dB; the average CR
is 21.23 (comparing to the raw data); the total size of compressed data is 1.408 GB; the
average time of compression and decompression are respectively 1.144 and 0.793 s.; the
total time of compression and decompression are 459 and 318 s., respectively.

Moreover, comparing decompressed images with the source ones, practically no
visual distortions have been observed. This feature is also indicated by the mean value
of PSNR that is greater than 35 dB.

So, using AFIPS, it is possible to get significant memory costs reduction, when
compressing JPEG images.

3.5 Discussion

This implies that the suggested coding scheme, calledprogressive, provides improvement
of the AFIPS system in terms of compression ratio and time performance. Nevertheless,
when implementing it, one can find out that an additional memory buffer is required

http://dronedataset.icg.tugraz.at
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for storing binary stream, which is further compressed by CABAC. The Golomb coding
scheme does not possess this feature. However, when applying the block-splitting mode
of AFIPS, the size of this buffer is small.

Next, bitstream encoding by CABAC is not modified, and there is room for improve-
ment [28]. However, in many cases, the optimization of this step leads to the significant
complexity of software implementations and maintenance, which can be a huge blocker
for further usage and development.

Further, the efficiency of the proposed coding approach is proved by both theoretic
reasons and test data processing results. Images of the complex content are used in this
research. The results obtained show that complexity is reduced.

If we compare block-splitting and classic modes of the AFIPS system, we see that
the first one is preferable in terms of spatial complexity [40]. Indeed, it operates blocks
of a small size, and, hence, can be an optimal choice for edge devices. Nevertheless,
when rapid computations are a must or a higher compression ratio is a requirement, the
classic mode should be used. Moreover, if the image matrix is split into blocks, then
DAT-coefficients present features of the corresponding block, not the whole image. For
this reason, the classicmode of AFIPSmight be preferable, when applied in combination
with ML/CV methods.

The AFIPS system provides an image format. Currently, there are a great number
of digital image formats, and the usage of another one can be debated. Especially, the
application in machine learning and neural networks is questionable. Nevertheless, the
existing deep learning frameworks have image tools that can be easilymodified to support
the AFIPS format. ImageDataGenerator of the TensorFlow framework (https://www.
tensorflow.org) is an example. It provides operating images stored in different formats,
and creating an AFIPS add-on is not a complicated task. Moreover, the data encryption
feature of AFIPS can ensure the protected AI/ML.

Finally, the results obtained show that theAFIPS systemdecreases resource expenses
required for storing JPEG images. The chroma-subsampling mode provides significant
memory saving in combination with visually lossless compression. However, just one
value of the UBMAD parameter is used. Search for the value, that provides the best
performance in terms of different metrics, should be carried out.

In addition,DAT-based image compression outperforms the JPEGalgorithm. Indeed,
this statement has been proved in the paper [43] by compressing six types images: classic
test and classic aerial images, screenshots, Canon and Nikon test photos, as well as
images from the TID2013 database. Also, lossless DAT-based compression provides
better performance than TIFF, PNG and ZIP [36].

So, applying the AFIPS system is promising. This requires an appropriate approach.
Especially, hardware features should be considered. We suggest C/C++ software imple-
mentation that is a core of the A-Methods lab activity (https://www.amethods.net). It
ensures near native performance of computations and wide variety of target platforms,
including web (here, C/C++ -to-WebAssembly export by the Emscripten tool and the
further use in JavaScript/TypeScript packages can be applied).

https://www.tensorflow.org
https://www.amethods.net
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4 Conclusions

So, the AFIPS system performance has been improved and its coding stage complexity
has been reduced. The proposed progressive encoding approach provides better compres-
sion in combination with faster processing. Three modes of AFIPS have been explored
and their efficiency has been compared:

– the classic mode should be recommended if the highest compression ratio and the
fastest computations are required;

– the block-splitting mode should be preferred when the lowest spatial complexity is a
requirement;

– the chroma-subsampling mode should be considered as a tool for visually lossless
compression of images that have been already processed by JPEG.

Also, an application of AFIPS to ML/CV algorithms is promising. It can be useful,
especially, in tiny ML technologies. This will be studied in the future research.
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Abstract. The paper considers the problem of intellectual analysis of biomedi-
cal data to obtain an additional information component about the stability of the
functioning of the human body. The use of biomedical data in the form of time
series allows obtaining an information component about changes in the state of a
biological object over time. The development of adequate approaches for obtain-
ing an additional informational component of available biomedical data will allow
to evaluate the quantitative and qualitative characteristics of a biological object in
order to make a decision regarding the stability of its functioning. The considered
approach to the study of dynamic processes in the cardiovascular system suggests
the use of recurrence plots and quantitative analysis of recurrence, which can be
used to determine the features of changes in phase trajectories and to determine
the moments of transition of different states at different moments of time. When
processing biomedical signals, this approach can be especially useful, since the
human body is a multicomponent and multidimensional dynamic system, and its
behavior is determined by the interaction between components. Analysis of signals
in physiological dynamic systems using recurrence plots complements the statis-
tical methods of studying such systems and can provide additional information
about their properties. The results of research into the functioning of the human
cardiovascular system as a multidimensional dynamic system using the methods
of recurrence quantitative analysis (RQA) in the MATLAB software environment
are presented, you can also use other software packages Python, Excel. In addi-
tion, this method can be used to analyze other biological signals such as heart rate
variability, electroencephalogram, phonocardiogram, etc. [1].

Keywords: Data Mining · Time Series · Recurrence Plots · Recurrence
Quantitative Analysis · Data Processing · Electrocardiography · Time Series
Analysis · Dynamic System

1 Introduction

1.1 Introduction to the Problem

Recently, more and more attention has been paid to the intelligent analysis of biomed-
ical data with the aim of finding new, non-trivial and practically useful methods of
interpreting empirical data. Physiological (biological) systems are non-linear dynamic
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systems that constantly change under the influence of external noises (disturbances) and
changes in the physiological state. The output signals of such systems are formed as a
result of complex dynamic interactions between its components, and most of the signals
from such components are not available for experimental evaluation. Also, it should be
noted that it is impossible to take into account all the factors causing the uncertainty
of measuring biomedical signals. Therefore, even taking into account all instrument
errors, corrections, influences of external factors and subjective influences of operators,
biomedical signals still contain inaccuracies, inhomogeneities, are often incomplete, can
also be contradictory, heterogeneous, indirect, and at the same time have large amounts
of data [4]. Therefore, the use of data mining [2] especially for the analysis of biomedical
signals [3, 4] and their forecasting and diagnosis requires certain creative and intellec-
tual efforts. The use of mathematical approaches in intellectual analysis allows us to
describe patterns and trends that may exist in the data, but such trends are impossible
with traditional (classical) analysis, since biomedical signals are too complex and have
a large number of biological feedback relationships [1]. Therefore, the use of intelligent
analysis of biomedical signals is part of a complex information processing process with a
method of obtaining additional useful information and identifying patterns and trends in
them, which is the basis of clinical decision support systems, CDSS. Assist in decision-
making, including excessive amounts of data. As a result, the use of intellectual analysis
of biomedical data makes it possible to find previously unknown regularities in their
dynamics, practically useful and accessible interpretations of knowledge [1]. Clustering
[5], statistical methods, search for associative rules, time series analysis, classification
methods, fractal analysis and others are used as data mining.

1.2 Motivation

Due to the fact that when making a decision regarding the stability of the organism’s
functioning, it is necessary to assess the state of a dynamic object according to certain
indicators, in order to reduce informationuncertainty, it is necessary to investigate various
methods that implement the transformation of information parameters of such an object.
Recently, more and more studies prove the need to study the variability of the course of
biological processes in order to obtain additional information about their transformation
and ensure the balance of functioning due to reverse biological connections, as well as
to analyze the chaotic nature of these processes. When studying the complex dynamics
of parameters of the cardiovascular system, the approach based on solving systems of
differential equations describing the system is not convenient due to the complexity of
the system model; there is a need to study the functional stability of the organism on the
basis of invariant transformations of the information parameters of the cardiovascular
system and the analysis of the geometric structure of the trajectories of time series
formed from the electrocardiographic signal. Although this approach does not make it
possible to present the solution in an explicit form, it allows qualitatively describing
many important features of the studied dynamic system.
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1.3 Contribution

The goal of this paper is to the purpose of the study is to evaluate the possibilities and
expediency of using recurrent diagrams and quantitative analysis of the recurrence of
the output signals of the cardiovascular system (electrocardiographic signals) to obtain
numerical characteristics that can be additional criteria when assessing the state of sta-
bility of the functioning of the human body. Given the nonlinearity of such a dynamic
system, the use of nonlinear dynamics methods allows to investigate the chaotic nature
of processes in it [4].

1.4 The Organization of the Paper

The paper is organized as follows. Section 1 discusses background information. Section 2
highlights related works. Section 3 considers the method of constructing recurrent plot.
Section 4 presents an approach to visual and quantitative assessment of biomedical
signals. Sections 5 and 6 present the conclusions and future scope.

2 Literature Review

In the last decade, more and more publications related to the analysis of biomedical
signals consider the human body as a dynamic system. The approach based on the use
of dynamic chaos theory and fractal analysis to evaluate the behavior of such a complex
system was used in subsequent publications [6–8]. Most of these studies are aimed at
discovering regularities that estimate the dynamic transformation of biological systems,
the human organism, in particular [9, 10].Many nonlinearmethods based on the concepts
of chaos, fractality, and complexity were used to assess heart rate variability [4, 10–12].
Literary sources [4, 13] are used summarization of the visualization of the dynamics of
heart rate variability with a quantitative assessment, obtained on the basis of nonlinear
and fractal dynamics (fractal, entropy, symbolic dynamics, attractors, representation of
the Poincaré plot), which allow understanding the dynamics of the cardiovascular system
in both healthy and pathological conditions.

Themain contributions authors of [14, 15] are as follows a detailed description of the
nonlinear methods most used to assess heart-rate dynamics presenting their relationship
and stating the limitations of methods; and they found that the Poincaré plot has been
one of the most used methods in the last years. It is a method easy to compute, it gives
a visual display, and its interpretation is understandable by many clinicians. However,
when trying to quantify the visual information, it presents some limitations such as it
assumes an elliptical shape of the data distribution.

In accordance with the proposed work, an intellectual analysis of time series using
recurrent diagramswas carried out.With this approach, the system state variables in time
form a trajectory in the n-dimensional phase space, and each system state corresponds
to a certain point in the phase space. The methodology of recurrent diagrams allows
you to project the results of measuring one signal (time series) into a multidimensional
space using delay and embedding procedures. Recurrence plots are a basic tool for visu-
alizing the recurrence of dynamic systems, and the quantitative analysis of recurrence
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(Recurrence Quantification Analysis, RQA) provides the evaluation of several quantita-
tive measures [16, 17]. Examples of the use of recurrent plots and quantitative analysis
of the recurrence of physiological systems are described in [18–24].

Due to the fact that when making a decision regarding the stability of the organism’s
functioning, there is a need to assess the state of a dynamic object according to certain
indicators, to reduce information uncertainty, it is necessary to research various methods
that implement the transformation of information parameters of such an object. Recently,
more and more studies prove the need to study the variability of the course of biological
processes in order to obtain additional information about their transformation and ensure
the balance of functioning due to reverse biological connections, as well as to analyze
the chaotic nature of these processes. When studying the complex dynamics of the
parameters of the cardiovascular system, the approach based on solving systems of
differential equations describing the system is not convenient due to the complexity of
the system model; there is a need to study the functional stability of the organism on the
basis of invariant transformations of the information parameters of the cardiovascular
system and the analysis of the geometric structure of the trajectories of time series
formed from the electrocardiographic signal. Although such an approach does not make
it possible to present the solution in an explicit form, it allows qualitatively describing
many important features of the studied dynamic system.

3 Materials and Methods

The technique for analyzing the recurrence of electrocardiographic signals has sev-
eral stages: 1) experimental acquisition of electrocardiographic signals (time series);
2) assessment of input parameters for calculating the distance matrix and recurrence
matrix; 3) construction of a recurrence diagram; 4) calculation of quantitative measures
of the recurrence plot.

The data under study (electrocardiographic signal from one lead) is a one-
dimensional time series containing the results of measuring one of the available param-
eters of a multidimensional dynamic system. Using the mutual dependence of all multi-
dimensional data of a physiological system, data from other dimensions can be modeled
by the method of delaying available data and constructing multidimensional data from
delayed copies (embedding) [12].

The state of a dynamic system can be described by a vector of state variables
x(t) = [x1(t), x2(t), ..., xd (t)]. The state vector changes over time, and the direction
of movement is determined by the velocity vector dxi/dt = ẋi. The sequence of state
vectors forms a trajectory in phase space, and the evolution of the trajectory character-
izes the dynamics of the system and its attractor. Integrating the last equation provides
information about the state of the system at time t. Graphic representation of the phase
trajectory Allows one to judge the nature of the process; in this case, chaotic or periodic
processes have characteristic phase portraits.

In many applications, observation of a natural process does not allow obtaining
information about most of the system’s state variables because they are either unknown
or their values cannot be measured. In complex systems, it is possible to judge the
dynamics of the entire system based on the evolution of even one state variable x(ti)
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by constructing an attractor that is similar to the initial one in terms of properties. By
observing (measuring) one state variable in the form of a time series, it is possible to
restore the trajectory of the phase space due to the information communication between
the system components.

An equivalent phase trajectory that preserves the structure of the original phase
trajectory can be reconstructed from one time series using the method of time delays
according to the Takens theorem [6], and the two-dimensional space will be described as
xi(t) → [x(ti), x(ti + τ)]T , three-dimensional space – xi(t) → [x(ti), x(ti + τ), x(ti +
2τ)]T , m-dimensional space –xi(t) → [x(ti), x(ti + τ), ..., x(ti + (m − 1)τ )]T , where
τ – is the delay (lag). The lag and dimension of the space can be chosen such that the
obtained set of points will reproduce the attractor of the system. The reconstructed phase
space is not exactly the same as the original phase space, but its topological properties
are preserved provided that the embedding dimension is large enough. In this way, the
recovered trajectory is sufficiently accurate for further data analysis.

The theory of recurrent plots [16] makes it possible to study multidimensional
dynamic systems and establish regularities in their behavior by observing (measuring)
one state variable (in the form of a time series). Let the point x(i) correspond to the і-th
point of the phase trajectory, which describes the dynamic system in the m-dimensional
space. The values of the elements of the recurrence matrix show that the point x(j) will
be located close enough to the point x(i). Through the coordinates of the points in the
m-dimensional phase space, the elements of the recurrence matrix are calculated as

Rij =
{
1 : ∥∥xi − xj

∥∥ ≤ ε

0 : ∥∥xi − xj
∥∥ > ε; i, j = 1, 2, ... n.

(1)

where || · || – distance norm inm-dimensional phase space; ε – threshold (radius); are used
to determine whether points are close enough in phase space to be considered recurrent.

A recurrence diagram is a graphical representation of a recurrence matrix on a plane
as a two-dimensional array of points, in which an element with coordinates (i, j) means
that the point x(j) will be located close enough to the point x(i). . The recurrent plots
display the values of the recurrent matrix elements on the graph with black and white
dots: black dots (1) mean the presence of recurrence, white (0) - its absence. The time
is postponed according to the schedule.

In addition to the recurrent plot, a global recurrent plot is also used; the elements of
the corresponding matrix are calculated without taking into account the threshold.

Rij = ∥∥xi − xj
∥∥; i, j = 1, 2, ...n (2)

Using recurrence, it is possible to obtain from the data of any one-dimensional time
series X a recurrence plots, which is a two-dimensional portrait of the dynamics of the
time series expressed through its recurrent characteristics.

Each recurrence plots have structural features. The main structural features include
points and diagonal lines, as well as areas of their accumulation. Diagonal lines corre-
spond to the situation when some part of the phase trajectory runs parallel to another
phase trajectory. The length of these lines shows the evolution of the process taking
place in this area. Cluster areas correspond to time intervals during which the state of the
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system does not change or changes slightly. In this work, several quantitative measures
of recurrence diagrams are used for the quantitative assessment of the dynamics of the
cardiovascular system, namely: 1) Recurrence Rate (RR), that is, the density of recur-
rent points; 2) Determinism (DET), or a measure of system predictability; 3) the ratio
of determinism to recurrence rate (RATIO = DET/RR); 4) the maximum length of the
diagonal lines (Lmax) indicates the moments when the trajectory of the phase process
passes close to another section; 5) divergence is the inversion of the measure Lmax; 6)
the average length of the diagonal lines (<L>) is the average time during which two sec-
tions of the phase trajectory pass close to each other (it can be considered as the average
time of predictability); 7) Entropy (ENT) is the Shannon entropy of the frequency distri-
bution of the length of the diagonal lines and characterizes the deterministic component
in the system; 8) Laminarity (LAM) – characterizes the presence of states of freezing
of the system, when the movement of the system along the phase trajectory stops or is
very slow; 9) Trapping Time, (TT) characterizes the average time that the system can
spend in a certain state; 10) the maximum length of vertical structures (Vmax) does not
have a clearly defined dynamic interpretation, but may be related to singular states of
the system.

Calculation formulas of these quantitative measures are given, for example, in [27].

4 Results

Thedata obtained as a result of the experiment are recorded in text formatfiles. Processing
of experimental data was performed using the functions of the software package Cross
Recurrence Plot Toolbox for MATLAB [28] and MATLAB functions developed by the
authors specifically for the study of biological signals.

In the work, the signals from the physionet.org website database were investigated
[25]. The database contains fragments of ambulatory recordings of electrocardiographic
signals, the signal sampling frequency is 360 Hz. Using the PhysioBank ATM program
[30], the database signal files were converted to *.mat format of the MATLAB system.

Time delay, embedding dimension, and threshold value (radius) are important param-
eters for quantitative recurrence analysis. The delay time (lag) for the reproduction of
the phase space is calculated by the method of Average Mutual Information (AMI) [29].

S(τ ) =
∑
i,j

pi,j(τ )ln
pij(τ )

pipj
(3)

where pi - is the probability of finding the value of the time series in the i-th interval of
the distribution, pij(τ) is the joint probability of finding the value of the time series in the
i-th interval and the value of the time series in the j-th interval after time τ (probability
of transition from the i-th to the jth time interval τ). The calculation was performed by
the mi() function of the package [23]. Graphs of the dependence of the average mutual
information were constructed for the studied signals (Fig. 1).

The embedding dimension is chosen using the False-Nearest Neighbors (FNN)
method. The calculation was performed by the fnn() function of the package [28], graphs
of the dependence of the relative number of nearest neighboring points on the nesting
dimension for the given Lag value were plotted for the studied signals (Fig. 2).
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Fig. 1. Clusters formation lag estemation.

Fig. 2. Clusters formation embedding dimension estemation.

The graphs show that the time delay (lag) τ = 40 (counts) and the embedding
dimensionm= 4 can be selected for all investigated signals. The threshold value (radius)
ε = 5% of the mean square distance of the state space [26] is also selected.

Visual analysis of the constructed diagrams allows to determine the phase spaces
in different time intervals, and according to the direction of the sequence of states of
parts of the time series, the internal transformations occurring in these sub-processes are
characterized.

Distance matrices and regular recurrence diagrams are constructed for ECG signals.
Examples of the obtained recurrent plots are shown in Figs. 3, 4 and 5.

The paper also calculated the calculated quantitativemeasures of recurrent diagrams.
This approach allows, in addition to qualitative characteristics, to obtain quantitative
values of the stability of the functioning of the cardiovascular system, as the main
indicator of the stability of the body. The results of the calculations of the quantitative
measures of the processed electrocardiogram files presented in Fig. 3 are given in the
Table 1.
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Fig. 3. An example for a signal ecg100.

Fig. 4. An example for a signal ecg104.

As can be seen fromFig. 3 and confirmedby the data in theTable 1. The electrocardio-
gram of the ecg100 file has a certain constancy of the functioning of the cardiovascular
system, as evidenced by the green ellipses in Fig. 2. While the recurrent plots of the
ecg104 and ecg109 signals show the absence of repetition of the diagram zones, which
may indicate a violation of the functional stability of the cardiovascular system (green
color in Fig. 6b, c). The peculiarity of this study is that the visual analysis of recurrent
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Fig. 5. An example for a signal ecg109.

Table 1. Quantitative measures of recurrent plot of electrocardiographic data.

Signal %RR DET RATIO
(DET/RR)

DIV < L > ENT LAM TT Vmax

ecg100 27.4 0.926 3.37 0.00625 7.68 2.52 0.957 10.7 143

ecg104 9.31 0.975 10.5 0.00575 13.2 2.99 0.986 13.4 90

ecg109 8.37 0.941 11.2 0.00123 6.67 2.25 0.964 7.68 81

plots is confirmed by quantitative calculations. Thus, the RR value of the first signal
is equal to 27.4%, compared to the data in Fig. 2b, which is 9.4%. Accordingly, in
turn, the DET/RR ratio is 3, 37 and 10.5, respectively. Also, the Vmax values differ by
quantitative indicators of 143, 90, and 81, respectively. Thus, the visual assessment of
recurrent plots is confirmed by the quantitative values of their measures, which can be
used in further research and determination of individual normal limits for each separate
biological system and used as predictors of cardiovascular system dysfunction.
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Fig. 6. Visual assessment of recurrent plots.

5 Conclusions

Acomparative analysis of recurrent plots of the cardiovascular system (ECGsignals)was
carried out from the point of view of ensuring the objectivity of diagnostic conclusions
about the state of stability of its functioning based on empirical data.

It was established that when analyzing the recurrence of ECG signals, it is effective
to use the input parameters of the embedding dimension m = 4 and the lag time τ = 40
(counts).

Phase portraits of ECG signals were obtained and a comparative analysis of var-
ious signals was carried out in order to study the stability of the functioning of the
cardiovascular system, which characterizes the stability of the functioning of the entire
organism.

Quantitative measures of recurrent diagrams were obtained for the specified signals,
it was determined that the value of Vmax measures is more sensitive for determining
the stability of the functioning of the cardiovascular system. An increase in the value of
TT means an increase in non-stationarity of the process and characterizes the average
time that the system can spend in a certain state. The value of DET decreases with the
stability of the system functioning, although the range of changes is quite small. The
LAM complexity measure quantifies small-scale structures of recurrent diagrams that
describe the number and duration of recurrent processes in a dynamic system, i.e., an
increase in its value may indicate the exit of the system from the equilibrium state.

The values of quantitative measures of recurrence significantly depend on the spec-
ified threshold (radius) during calculation, therefore, additional research is needed for
the ECG data of each individual biological system. The interpretation of changes in
recurrence measures requires additional research.

Quantitative analysis of recurrent diagrams can be used to assess the stability of the
functioning of the cardiovascular system and, as a consequence, the body as a whole.
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6 Future Scope

Subsequent studies will carry out a comprehensive analysis of this approach with other
methods of nonlinear dynamics such as Poincaré maps, strange attractors, and others to
confirm the derivation of data. Рlans to conduct intellectual analysis of various biomedi-
cal data to obtain an additional information component using recurrent diagrams, strange
attractor and quantitative characteristics to reduce information uncertainty.

Also, in the future, it is planned to conduct a comparative analysis of the results of
repeated plots with their quantitative values, which aims to reduce errors of the first and
second kind when making decisions about the state of the biological system.
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19. Schlenker, J., Schlenker, T.,Nedělka, T., et al.: Recurrence quantification analysis: a promising
method for data evaluation in medicine (2014). https://doi.org/10.24105/ejbi.2014.10.1.7

20. Burichenko, M.Yu., Onykiienko, Y.Y., Arkhyrei, M.V.: Quantitative analysis of recurrence of
kephalographic data. In: Proceedings of the ІI International Scientific and Technical Confer-
ence. “Modern technologies of biomedical engineering”, May 17−19, 2023, Odesa, Ukraine,
pp. 23–27 (2023)

21. Lyby,M.S.,Mehlsen,M., Jensen,A.B., et al.: Intervention and reductions in distress symptoms
in women with breast cancer. Front. Appl. Math. Stat. Sec. Dyn. Syst. 5 (2019). https://doi.
org/10.3389/fams.2019.00037

22. Takakura, I.T., Hoshi, R.A., Santos, M.A., Pivatelli, F.C., et al.: Recurrence plots: a new tool
for quantification of cardiac autonomic nervous system recovery after transplant https://doi.
org/10.21470/1678-9741-2016-0035

23. Zimatore, G., Falcioni, L., Gallotta, M.C., Bonavolontà, V., Campanella, M., De Spirito, M.,
et al.: Recurrence quantification analysis of heart rate variability to detect both ventilatory
thresholds. PLoS ONE 16(10), e0249504 (2021). https://doi.org/10.1371/journal.pone.024
9504

24. Kirichenko, L., Radivilova, T., Stepanenko, J.: Applying recurrence plots to classify time
series. In: COLINS-2021: 5th International Conference on Computational Linguistics and
Intelligent Systems, April 22–23, 2021, Kharkiv, Ukraine). https://ceur-ws.org/Vol-2870/pap
er128.pdf

25. https://physionet.org/about/database. (application data 20.09.2023)
26. Schinkel, S., Dimigen, O., Marwan, N.: Selection of recurrence threshold for signal detection.

Eur. Phys. J. Spec. Topics 164(1), 45–53 (2008). https://doi.org/10.1140/epjst/e2008-00833-5
27. http://www.recurrence-plot.tk/. (application data 18.10.2020)
28. Cross Recurrence Plot Toolbox for Matlab. Reference Manual. Version 5.17, Release 28.17.

http://tocsy.pik-potsdam.de. (application data 15.01.2019)
29. Wallot, S., Mønster, D.: Calculation of average mutual information (AMI) and false-nearest

neighbors (FNN) for the estimation of embedding parameters of multidimensional time
series inMatlab. https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6139437/. (application data
19.02.2021)

30. https://archive.physionet.org/cgi-bin/atm/ATM. (application data 20.09.2023)

https://doi.org/10.3390/e22030309
https://doi.org/10.18372/2310-5461.56.17131
https://doi.org/10.1016/j.physrep.2006.11.001
https://doi.org/10.1152/jappl.1994.76.2.965
https://doi.org/10.24105/ejbi.2014.10.1.7
https://doi.org/10.3389/fams.2019.00037
https://doi.org/10.21470/1678-9741-2016-0035
https://doi.org/10.1371/journal.pone.0249504
https://ceur-ws.org/Vol-2870/paper128.pdf
https://physionet.org/about/database
https://doi.org/10.1140/epjst/e2008-00833-5
http://www.recurrence-plot.tk/
http://tocsy.pik-potsdam.de
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6139437/
https://archive.physionet.org/cgi-bin/atm/ATM


Statistical Optimisation of the Static Aperture
Synthesis Method

Denys Kolesnikov(B) , Volodymyr Pavlikov , Semen Zhyla ,
Dmytro Vlasenko , Danyil Kovalchuk , and Kseniia Shcherbina

National Aerospace University “Kharkiv Aviation Institute”, Kharkiv, Ukraine
d.kolesnikov@khai.edu

Abstract. Using the statistical theory of optimisation of radio systems for remote
sensing and radiolocation, a method of static synthesis of the antenna aperture for
a radiovision system of static surface area is synthesized. The models of signals,
noise and their correlation characteristics are determined. The likelihood func-
tional is developed and its maximum is found. The optimal algorithm is analyzed
and a block diagram for radio images formation of surfaces using the method of
static synthesis of aperture is developed.

Keywords: Algorithms Optimisation · Stochastic Signals · Aperture Synthesis ·
Block Diagrams

1 Introduction

The ability to analyze the electrophysical parameters and statistical characteristics of sur-
faces using radiowaves is relevant inmanyfields of science, technology and the economy.
The interest of scientists in the application and development of radio engineering systems
of themeasuring type is due to the all-weather radio range, its independence from surface
illumination and high information content of radio waves [1, 2]. The disadvantage of
this range compared to the optical range familiar to the human eye is the low resolution
of radio images. To increase the resolution, a method of synthesizing the aperture of
radar antennas mounted on aircraft was proposed in the 50s of the last century. Today,
this method has been significantly developed both theoretically and practically [3–5]. In
particular, modern synthetic aperture radars (SAR) achieve decimeter resolution from
low-orbit satellites, have examples of implementation on a digital element base with
phased array antennas, and much more [6]. At the same time, all existing methods are
limited by the type of carrier, its motion characteristics and measurement conditions [7].

In addition to the tasks of global radiovision from aerospace carriers, there are also
tasks of static study in laboratories or at specially equipped testing grounds, in anechoic
chambers [8]. Today, the formation of test images of surfaces, ground structures, aircraft
and various vehicles is relevant [9, 10]. Technologies for creating components, devices,
and assemblies with the possibility of non-destructive testing through radiotransparent
windows in the cases are also constantly evolving [11]. Suchmeasurements open up new
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possibilities for choosingmeasurement conditions,movement trajectories, andvariations
in measuring equipment (different wave bands, antennas, and operating modes).

In connection with the newmeasurement capabilities, the paper [12] proposed a new
method of static synthesis of aperture, which involves the formation of radar images of
a static area on the surface not from a constantly moving carrier, but with the help of a
software-defined scanning device. All studies in that article are performed heuristically
based on many years of experience in synthesizing signal processing algorithms and
engineering intuition. The task of statistical optimization of such a method, study of
its basic algorithmic operations, and development of a block diagram of the measuring
device is relevant. It is assumed that the optimization performed using statistical theory
and functional analysis will lead to the creation of a method for forming radio images
of a static scene with the highest resolution and low errors rate in parameter estimation
according to the results obtained in [13–15].

2 Problem Geometry, Signal and Noise Models, Observation
Equations

2.1 Problem Geometry and Desired Signal Model

Consider that the antenna with coordinates �r′, moving along an arbitrary trajectory, emits
in the direction of the surface with coordinates �r in a wide sector of angles the following
signal:

st(t) = A(t) cos(2π f0t + φ) = Re
{
Ȧ(t)ejω0t

}
, (1)

where Ȧ(t) = A(t)ejφ is the complex envelope of the desired signal,A(t) is the amplitude
of the desired signal, φ is the initial phase, ω0 = 2π f0 is the angular frequency, f0 –
frequency. The complex envelope is a general representation of all possible forms of
modulation of the radiated signal.

The surface sensing geometry is shown in Fig. 1. The following notations are used in
the figure: �r = (x, y, z) – surface coordinates, �r′ = (x′, y′, z′) – coordinates of the signal
registration area, �rt = (xt, yt, zt) – coordinates of movement of the signal registration
area, D′ – the area of all possible coordinate �r′ values, D – the area of all possible
coordinate �r values, d�r – elementary surface plane, considered as a point source of
backscattering, R(�r) – inclined range from the center of the registration area to each
point of the surface, R(�r, �r′) – slant range from each point of the registration area to each
point of the surface.

In accordance with the phenomenological description of signals backscattered by a
statistically homogeneous surface [16, 17], the received oscillations are represented as
follows:

sr(t, �r′, �rt) = Re

⎧
⎨
⎩

∫

D

Ḟ(�r) ṡ0(t, �r, �r′, �rt)d�r
⎫
⎬
⎭, (2)
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Fig. 1. Surface sensing geometry for static synthesis of antenna aperture

where Ḟ(�r) is the complex coefficient of backscattering electromagnetic wave by a
statistically inhomogeneous surface,

ṡ0(t, �r, �r′, �rt)
= İ(�r′)Ȧ(

t − tdel(�r, �r′, �rt)
)
ej2π f0(t−tdel(�r,�r′,�rt)) (3)

is a unit signal that will be received by each element of the antenna array from an
elementary surface area d�r in the case of, when Ḟ(�r) = 1,

tdel(�r, �r′, �rt) = 2R
(�r, �r′, �rt

)

c
(4)

is a delay time of signal propagation from each point of the surface to each point of the
registration area moving along the coordinate �rt ,

R
(�r, �r′, �rt

) = R
(
x, y, x′, y′, yt, xt

)

= R0(�r − �rt) − (x − xt)x′

R0(�r − �rt) − (y − yt)y′

R0(�r − �rt)
(5)

is the range from each point of the moving registration area to each point of the surface,
assuming that the measurements are made in the Fresnel zone.
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2.2 Noise Model, Observation Equation and Their Correlation Characteristics

Received signals are observed on the background of internal noise of the receiver n(t, �r′).
The observation equation to be further processed has the following form:

u(t, �r′, �rt) = sr(t, �r′, �rt) + n(t, �r′). (6)

Internal noise is assumed to be uncorrelated between channels. The type of noise is
additive Gaussian noise with the following correlation function

Rn(t1, t2, �r′1, �r′2) = 〈
n(t1, �r′1)n(t2, �r′2)

〉

= 0, 5N0n δ(t1 − t2)δ(�r′1 − �r′2).
(7)

Power spectral density of noise in each channel with coordinates �r′ is considered the
same.

Coefficient Ḟ(�r) will be considered random with the following correlation charac-
teristics

ṘF (�r1, �r2) =< Ḟ(�r1)Ḟ(�r2) >= σ 0(�r1)δ(�r1 − �r2), (8)

where σ 0(�r1) is the normalized radar cross-section.
The correlation function of the received signals, taking into account the stochasticity

of the complex backscattering coefficient, will take the following form:

Rs(t1, t2, �r′1, �r′2, �rt1, �rt2)
= 1

2
Re

∫

D

σ 0(r)ṡ0
(
t1, �r, �r′1, �rt1

)
ṡ∗0

(
t2, �r, �r′2, �rt2

)
d�r. (9)

Taking into account the correlation characteristics of signals andnoise, the correlation
function of the observation equation is equal to

Ru(t1, t2, �r′1, �r′2, �r t1, �r t2) = 〈
u(t1, �r′1, �r t1)u(t2, �r′2, �r t2)

〉

= Rs(t1, t2, �r′1, �r′2, �r t1, �r t2) + Rn(t1, t2, �r′1, �r′2)
= 0, 5Re

∫

D

σ 0(r)ṡ0(t1, �r, �r′1, �rt1)ṡ∗0
(
t2, �r, �r′2, �rt2

)
d�r

+0, 5N0n δ(t1 − t2)δ(�r′1 − �r′2).

(10)

Normalized radar cross-section σ 0(r) is the power spectral density of the statistically
heterogeneous random complex backscattering coefficient Ḟ(�r) of radio waves by the
surface. In this task σ 0(r) is the main parameter that should be high-precision recovered
and will be further determined as the radar image.

3 Problem Statement

The stochastic signals received by the scanning system, which are backscattered by a
static area, in combination with the receiver’s internal noise, must be optimally restored
to the radar image of this area in the form of a spatial distribution of the normalized
radar cross-section.
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4 Solving the Optimization Problem

For optimal estimation of σ 0(r)method of maximum likelihood functional will be used.
For the task of estimating energy parameters, Prof. Volosyuk V. K. in [18] developed a
likelihood functional for the case of receiving stochastic signals

P [u(t, �r′, �r t)|σ 0(�r)] = κ[σ 0(�r)]
× exp

{
−1

2

∫

T

∫

T

∫

D′

∫

D′

∫

Dt

∫

Dt

u(t1, �r′1, �rt1)

×W (t1, t2, �r′1, �r′2, �rt1, �rt2, σ 0(�r))
×u(t2, �r′2, �rt2) dt1dt2d�r′1d�r′2d�rt1d�rt2

}
,

(11)

where the multiplier κ[σ 0(�r)] has a complex functional definition, but depends on the
radio image, T – observation time, D′ – the area of all possible coordinate values of
the registration area, Dt – the area of all possible positions of the radio system over the
study area, W (t1, t2, �r′1, �r′2, �rt1, �rt2, σ 0(�r)) – inverse correlation function. The inverse
correlation function can be found from the integral equation

∫

T

∫

D′

∫

Dt

Ru

(
t1, t2, �r′1, �r′2, �rt1, �rt2, σ 0(�r)

)

×W
(
t2, t3, �r′2, �r′3, �rt2, �rt3, σ 0(�r)

)
d�rt2d�r′2dt2

= δ(t1 − t3)δ(�r′1 − �r′3)δ(d�rt1 − d�rt3).

(12)

The maximum of likelihood function (11) is found by applying the derivative and
equating the result to zero. The radar image to be evaluated is a function of spatial
coordinates. In this case, it is necessary to apply not the usual, but the variational
derivative.

The likelihood functional contains an exponential function that has a monotonic
relation with its argument. In this case, taking the derivative of the logarithm of the
likelihood functional instead of the derivative of the functional itself will not change its
maximum. Considering the above, write down

δ lnP [u(t, �r′, �r t)|σ 0(�r)]
δσ 0(�r)

∣∣∣∣
σ 0(�r)=σ 0

opt(�r)

= d lnP [u(t, �r′, �r t)|σ 0
opt(�r) + αγ (�r)]

dα

∣∣∣∣∣
α=0

= 0,

(13)

where δ and d − notation for the variational and ordinary derivative.
The whole expression (13) will be equal to zero in the following form

( )2 2
0

1 1 1 0

1
( ) ( , ) ( )

2
w n W

D
Y r r r r dr N Э r= Ψ +∫ σ . (14)
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The following notations are used in Eq. (14):

Ẏ (�r) =
∫

T

∫

D′

∫

Dt

u(t1, �r′1, �rt1) ṡ0W
[
t1, �r′1, �rt1, σ 0(�r)

]
d�rt1d�r′1dt1 (15)

is an optimal algorithm for processing received oscillations u(t1, �r′1, �rt1) by each element
of the antenna array, in different spatial positions �rt1. The processing corresponds to the
classic matched processing of the observation equation with the reference signal

ṡ0W
[
t1, �r′1, �rt1, σ 0(�r)

]
=

∫

T

∫

D′

∫

Dt

W
(
t1, t3, �r′1, �r′3, �rt1, �rt3, σ 0(�r)

)

×ṡ0(t3, �r, �r′3, �rt3)d�rt3d�r′3 dt3,
(16)

which is previously formed in accordance to the geometry of the problem. The novelty of
the resulting algorithm lies in a newoperation of decorrelation of the received oscillations
in a filter with an impulse responseW (t2, t3, �r′2, �r′3, �rt2, �rt3, σ 0

opt(�r)) and in the matched
filtering of the received signals by the coordinate of the sensor movement �rt1. New
trajectories of two-dimensional movement of the radio sensor over a stationary circuit
require an additional analysis and simulation modeling.

In (14), the function


̇W (�r, �r1) =
∫

T

∫

D′

∫

Dt

ṡ0
[
t1, �r1, �r′1, �rt1,

]

×ṡ∗0W
[
t1, �r′1, �rt1, σ 0(�r1)

]
d�rt1d�r′1 dt1

(17)

is a spread function of the radar imaging system σ 0(�r), the spatial distribution of the
normalized radar cross-section, which is the system’s response to a point source of
emission. The spread function (17) determines the resolution in angular coordinates of
the radar system with the technology of static synthesis of aperture.

The following is also introduced in (14):
2

0

0 3 3 3 3 3 3

1
( ) ( , , , ( ))

2
t

W W t t
T D D

Э r s t r r r dr dr dt
′

′ ′= ∫ ∫ ∫ σ (18)

is an energy of the matched signal ṡ0W (t3, �r′3, �rt3, σ 0(�r)) taking into account its
decorrelation.

The obtained Eq. (15) forms the basis of the method of static synthesis of aperture in
radio systems for radiovision of a static surface area. In contrast to the classical synthetic
aperture algorithm, which integrates the product of the received signal and the reference
signal, the obtained modified algorithm additionally performs decorrelation of signals
backscattered from the surface. As a result, the distinctive intervals of the speckles in the
radar imagewill bemuch smaller than in the classic synthesis of aperture. Therefore, their
subsequent smoothing can be performed with the same efficiency by windows of smaller
width, which allows to increase the resolution of the radar scanner. The decorrelation
procedure provides a certain ultra-resolution and can be performed using an inverse filter
with impulse response, which is usually used in solving incorrect inverse problems of
restoring various functions and, in particular, images.
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5 Block Diagram of the Radar with Static Synthesis of Aperture

Consider the main signal processing operations according to expression (15). Received
oscillations u(t, �r′, �rt) by each antenna element with coordinates �r′ over a period of
time T when the sensor moves at the selected coordinate �rt are first processed in the
antenna in the form of weighted averaging with amplitude-phase distribution İ(�r′). After
processing in the antenna, the signals are transferred to an intermediate frequency and
processed in the receivers in the form of matched filtering with complex amplitude Ȧ(t).
To increase the information content of the received signals, the envelopes are fed to a
decorrelation filter after matched processing. The degree of decorrelation is proportional
to the a priori determined normalized radar cross-section. The main operation of static
synthesis of aperture consists in the matched filtering of the envelopes of the received
signals with the trajectory signal accumulated during the movement of the radiosensor
along the coordinate �rt . All matched filtering processes can be performed in the form
of convolution of the received oscillations with the reference signals. As a result of
matched filtering along the trajectory, a high-resolution radar image is formed, which is
determined by the cross section of the ambiguity function 
̇W (�r, �r1). All these operations
are presented in the form of a block diagram in Fig. 2.

Further research will focus on modeling and experimental studies of the system
depictedonFig. 2. In real implementation, stabilization systems for buildinghighly stable
platforms and precise coordinate determination will be appropriate [19, 20]. Given the
current trends, the use of machine learning algorithms (both with and without a decision
support system [21, 22]) for searching and recognizing different objects on radio images
is of particular interest.

Fig. 2. Block diagram of forming radio images of surfaces using static synthesis of aperture

6 Conclusions

A new method of forming radar images of a static observation area using a radar system
moving along arbitrary trajectories by a software-controlled scanner is suggested. The
observation geometry, desired signals, receiver internal noise model, and correlation
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characteristics of all components of the observation equation are determined. The optimal
algorithm for restoring radar images of a static scene is synthesized by the method of
maximum likelihood functional. A distinctive feature of the obtained algorithm is the
operation of decorrelation of the received signals. From the analysis of the likelihood
equation, an ambiguity function that defines the potential resolution of the radar system
was also obtained. The analysis of this function shows that decorrelation leads to a
decrease of the distinctive intervals of the speckles in the radar image and increases its
resolution. All basic signal processing operations are represented in the form of a radar
block diagram.
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Abstract. The paper is devoted to the issues of digital data processing in ECG
signal application. The benefits and disadvantages of common methods dedicated
to extraction useful signal component in interference environment have been com-
pared and analyzed. A novel technique for filtering the ECG signal and extraction
useful signal component based on cross-bispectrum signal processing strategy is
proposed and studied. New algorithm for ECG signal processing has been devel-
oped and studied. The proposed algorithms have shown their efficiency and high
quality of ECG extraction in the interference environment.

Keywords: ECG signal processing · bispectrum · noise suppression

1 Introduction

Due to the presence of a large number of interfering components in the ECG signal,
it is common to use advanced algorithms for extracting a useful signal component in
the interference environment, such as independent component analysis methods [1–
3], filtering methods [4], their combinations [5] to achieve the best result [6], wavelet
transforms [7],methods of decomposition of signals into empiricalmodes [8], correlation
methods [9], non-adaptive methods [10]. In turn, they can be divided into single-channel
methods for ECG extraction [11] and multi-channel methods [12, 13].

The main concept of the methods based on the analysis of independent sources is
based on the feature that the source is statistically independent, while the ECG signal
is a mixture of output signals [14]. These methods belong to the class of second-order
estimateswhich have the name of Independent ComponentAnalysis (ICA) [3, 15]. There
is also another group of these methods named as periodic component analysis (PiCA)
[16, 17]. The main problemwith the use of ICAmethods is that after obtaining estimates
of individual sources of the ECG signal, it is impossible to reliably determine the order
of the sources, as well as the scaling of the sources and their sign. However, a large
number of modifications based on these algorithms were introduced recently.

The FastICA method [18], a modification of the ICA algorithm, additionally uses
the value of the maximum number of iteration cycles for calculation, as well as the
convergence criterion. At the very beginning data processing, the algorithm creates
random initial weights for the mixing matrix and in the next processing step a new
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vector is computed using the kurtosis calculation. After that, normalization is performed
and the weight of the product of the new vector and the previous one is checked taking
into account the convergence criterion. These procedures are repeated until the weight
is found at the largest value corresponding to the convergence criterion or when the
number of iterations is exceeded [19].

The JADE algorithm provides computation the accumulationmatrix, which is further
used to divide the abdominal signal into separate sources [20]. The source estimates
are calculated in such a way as to achieve the maximum kurtosis value for individual
components. First, the maximum set of accumulation matrices is evaluated, and after
which they are optimized by finding the rotation matrix that has the largest degree of
diagonality [21].

The SOBI algorithm uses second-order statistics to estimate the correlation of
changes in the signal to estimate the output signals. First, the delay matrices are calcu-
lated, and then the sample covariance is diagonalized using the input data. In order to
calculate the distribution matrix, an estimate of the obtained matrix is used, after which
the obtained matrix is used to separate the sources of the abdominal signal [22].

There are also other modifications such as multivariate ICA [23], non-parametric
ICA [24], and others. The authors of the paper [1] considered most of these algorithms,
calculating the efficiency using the following parameters: the accuracy of searching for
QRS complexes after selecting the ECG component; sensitivity to interference; positive
predictive value; average value between sensitivity and value. According to the authors’
results, the FastICA algorithm turned out to be the most effective, and the best results
were achieved with a combination of this algorithm and an adaptive filter.

The first problem of these methods is related to the number of input channels when
evaluating individual sources, since the channels themselves are used directly for their
evaluation [23]. These methods assume that the sources are informationally independent
of each other, and therefore require as many channels of ECG signals as there are
components contained in it. The results of the authors [24] demonstrate this dependence.
They try to solve this problem by using combined methods, which consist of either
using several algorithms at once [25], or by introducing additional methods in the pre-
processing of ECG signals, for example, using filtering of low-energy components [26],
or by using adaptive filters [1].

The second problem is the output components. The main problem is related to the
fact that when using PiCA methods, the first and main component or signal source has
the largest variance, and therefore it contains the ECG component [27]. Whereas when
using ICAmethods, the decomposition of signals into sources takes place without taking
into account the values of the signal variance, and therefore during the decomposition
it is impossible to say exactly in which order the estimates of the sources are located.
Therefore, it is necessary to use additional estimates of sources to detect ECG chan-
nels after applying these methods. However, the advantage of ICA methods is that the
estimation of sources takes place without known previously determined information,
so the separation of the ECG signal into ECG components and interference does not
require additional determinations while PiCA methods require prior determination of
the location of QRS complexes in the ECG signal. In addition, ICA methods are more
effective in isolating the ECG component [1, 3, 28].
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The main task of the proposed paper is the development of a new adaptive method
of extracting useful information in the interference environment in multichannel ECG
signal recording system.

2 Description of Proposed Approach

A set of open-source electrophysiological tools (Open-Source Electrophysiological
Toolbox, OSET) [29] was used to perform the study. This set includes such tools as
ECG signal and interference generators which are developed on the basis of real-life
signal models. There are also tools for filtering ECG signals such as Kalman filters,
linear filters, baseline filters, and tools for using blind source separation techniques and
others. OSET is an open-source collection of biological signal generation, modeling,
processing, and filtering, released in June 2006. The toolkit is distributed under the
license (Berkeley Software Distribution, BSD) and can be freely used. The system also
allows the generation of signals with variations in the positions of QRS complexes.
Figure 1 shows an example of generating single-channel ECG signal.

Fig. 1. ECG signal generated in separate single-channel

The OSET system allows us to create a number of disturbances namely white noise,
colored noise, to simulate disturbances caused by muscle contractions, electrode move-
ment, and baselinewandering. There is also the possibility of generating combined noise,
which contained the previous ones. For example, it is possible to simulate the simul-
taneous noise superimposition caused by electrode movements, muscle contractions,
and baseline wandering. This combined noise can be used to examine the immunity of
the developed methods, or to test adaptive filters to suppress exactly these classes of
interference that occur when recording real data.

Figure 2 shows an example of a generated single-channel ECGsignalwith an over-lay
of combined noise with a value of signal-to-noise ratio (SNR) = 30 dBW.

In order to examine the effectiveness of filtering, a combined analysis is performed.
It consists of determining the following parameters: the study of Pearson correlation
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Fig. 2. Generated ECG signal contaminated by combined noise

values; root mean square error (RMSE); variation values of ECG components before
and after filtering to determine the degree of distortion of the shape of this component;
SNR values after using filtering to study the degree of interference suppression. Pearson
correlation values R are calculated using:

R = 1

n

n∑

j=1

n∑
i=1

(xj,i − xj)(yj,i − yj)

√
n∑

i=1
(xj,i − xj)2

n∑
i=1

(yj,i − yj)2

, (1)

where n is the element number under study; xj, yj are the signal mean values before and
after filtering, respectively; xj,i, yj,i are the signals before and after filtering, respectively.

RMSE values are calculated in the following form:

RMSE =

√√√√√

(
n∑

i=1
(xi − yi)

)2

n
(2)

where xi, yi are the signals before and after filtering; n is the number of signal samples.
Variance D is calculated as follows:

D = 1

n

n∑

i=1

|Xi − µ|2 (3)

where Xi = xi − yi is the difference of noiseless initial signal and signal contained the

noise after filtering; µ = 1
n

n∑
i=1

Xi is the mean value of the signal difference before and

after filtering.
SNR is defined as follows:

SNRdB = 10 log10

(
Ds

D

)
(4)

where Ds is the variance of the noiseless initial signal.
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Taking into account the above-mentioned expressions for calculating the efficiency of
filtering, it is necessary to implement an algorithm formaximum interference suppression
using multi-channel signal processing. At the same time, the greater (1) is for the ECG
component without noise and after filtering, the more efficient the filtering algorithm is.
The smaller (2) is for the ECG component without noise and after filtering, the better the
filtering efficiency. The smaller (3) is for the ECG component without noise and after
filtering, the more effective the filtering. The greater (4), the more effective the filtering.
By using this filtering evaluation approach, it is possible to determine the degree of
interference suppression and the influence of the filtering on the shape of the initial
signal.

To solve this problem, we propose to use cross-bispectral signal processing. The
assessment of bispectral density (spectral density of the third order or cumulant spectrum)
allows to correctly describe the statistical characteristics of the observed process and
determine the presence of correlations of spectral components. The main difference
between the bispectrum and the energy spectrum is the preservation of phase information
and the possibility of its recovery. By definition, the bispectrum is the Fourier transform
of the triple correlation function (TCF). The bispectrum is described by a complex
function of two frequency variables and has a number of the following advantages over
the classical Fourier spectrum estimation [30]: for a stationary Gaussian process with a
zero average value, the TCF and the bispectrum tend to zero; bispectrum of a process
with an asymmetric distribution law is not equal to zero; bispectrum is invariant to the
time shifts of the initial process.

Bispectrum Ḃx(p, q) can be written as:

Ḃx(p, q) =
〈
Ẋ(m)

(p)Ẋ(m)
(q)Ẋ∗(m)

(p + q)
〉

∞ (5)

where p = –I + 1,…,I–1, q = –I + 1,…,I–1 are the frequency indexes in the Fourier
transforms Ẋ(...); * denotes complex conjugation.

Cross-bispectral signal processing differs from the common bispectral processing
by using two signal channels for calculations. Expression for calculating the cross-
bispectrum can be represented in the following form:

Ḃcx(p, q) =
〈
Ẋ(m)
1 (p)Ẋ(m)

1 (q)Ẋ∗(m)
2 (p + q)

〉

∞ (6)

where Ẋ(m)
1 is the Fourier transform corresponding to the first channel; Ẋ∗(m)

2 is the
complex conjugated Fourier transform corresponding to the second channel.

The calculations are performed in such away that the cross-bispectrum contains only
those spectral components of the Fourier transform that have spectral-phase relationships
in two channels at the same time. Since the common components for the ECG signals
are the ECG component, the noise must be suppressed in this estimation.

The algorithm of the proposed ECG signal processing based on the proposed cross-
bispectral technique consists the following steps.

1. The length of the signal window L in which the cross-bispectrum calculation will
be performed (L = 512 samples) is determined;

2. The shift of the window is determined (N = 1 sample);
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3. L/2 number of zero-valued samples are added to the initial signals on the left and
right signal array ends;

4. The number of signal segments M is formed by L samples (M = signal length/ L);
5. Fragments of ECG signals in two channels falling into the window are selected;
6. The cross-bispectrum is calculated according to (6);
7. Signal of the length of 512 samples is recovered from cross-bispectrum estimate;
8. Recovered signals are averaged;
9. The averaged data is stored as one new sample of the filtered ECG signal;
10. The window is shifted by one sample and all steps are repeated until the end of the

recording of ECG signals is reached;
11. At the end of the processing, the initially added zero elements are removed, after

which one channel of the filtered record is obtained;
12. The calculation according to (1)–(4) is performed to compare the received filtered

signal with the initial noiseless signal in the first channel.
13. The results are compared with the methods of analysis of independent sources, by

calculating the results of these methods (1)–(4) when using only two channels.

3 Results of Computer Simulations

Figure 3 demonstrates the results of processing performed for two channels of ECG
signals and the calculation of two cross-channels i.e., channels obtained as a result of
cross-bispectral processing of two initial channels of abdominal signals.

As can be seen from Fig. 3, it is possible to use the algorithm by changing the order
of the signals in the calculation performed by (6). The resulting cross-channels are not
the average between the original two channels, and the resulting cross-channels are not
identical to each other.

Accordingly, this is new information that was obtained using cross-bispectral app-
roach, and it can be applied, for example, to solve two following problems: the first
is suppression of interference between channels, where the original channel will be
replaced by the calculated cross-channel; the second is the use of cross-channels when
using methods of blind source separation, where additional channels should improve the
quality of source separation.

You can additionally perform a cross-channel calculation between two already
received cross-channels. Figure 4 shows the calculation of two additional cross-channels,
using for calculation the cross-channels data computed earlier and presented in Fig. 3
(C, D).

Figure 5 demonstrates the result of using the JADEalgorithm to decompose the signal
into independent sources, using the initial ECG signals as input arguments (see Fig. 3A
and B). Table 1 presents the performance of the proposed algorithm in comparison
with three methods of analysis of independent components by using only two channels.
Figure 6 shows the result of extracting the ECG signal component from a two-channel
recording using all the studied algorithms at SNR = 10 dBW.
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Fig. 3. The results obtained by proposed algorithm of cross-bispectral processing of abdominal
signals for L = 16 samples: A – the initial ECG signal in the first channel, SNR = 10 dBW;
B – initial ECG signal in the second channel, SNR = 10 dBW; C is the result of calculation by
using (6), when X1 is the Fourier transform for the first channel, and X2 is the Fourier transform
for the second channel; D is the result of calculation by using (6), when X1 is the Fourier transform
for the second channel, and X2 is the Fourier transform for the first channel

Fig. 4. The result of applying proposed algorithm of cross-bispectral processing of abdominal
signals for L = 16 samples: A – cross-channel C (Fig. 3); B – cross-channel C (Fig. 3); B is the
result of calculation by (6), when X1 is the Fourier transform for the first cross-channel, and X2
is the Fourier transform for the second cross-channel; D is the result of calculation (6), when X1
is the Fourier transform for the second cross-channel, and X2 is the Fourier transform for the first
cross-channel

From the results of Table 1, it can be seen that the proposed algorithm with an initial
SNR of −20 dBW provides the best result and increases the SNR by an average of 22
dBW. However, the output signal has considerable distortions demonstrated by the value
of R = 0.32. In the SNR range from −10 to 10 dBW, the proposed algorithm provides
best interference suppression increasing the SNR by an average of 8.47 dBW. At the
value of SNR = 20 and 30 dBW, the best result was obtained for the PiCA method,
however, the developed algorithm has smaller values of RMSE and variance, which
indicates a better preservation of the shape of the initial ECG signal, and the difference
in the initial value of SNR = 1.23 dBW. Within SNR = 40 dBW of the initial SNR, the
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Fig. 5. The result of applying the JADE algorithm for the analysis of independent sources of the
initial ECG signal

Table 1. Results demonstrating performance of noise suppression

Method Numbers of
channel

SNR raw,
dBW

R RMSE D SNR result,
dBW

JADE 2 −20 0,11 2·10−3 4,09·10−6 −22,68

−10 0,14 6,4·10−4 4·10−6 −12,88

0 0,81 2,5·10−4 5,99·10−8 −4,46

10 0,93 1,5·10−4 2,35·10−8 −0,42

20 0,90 1,3·10−4 1,60·10−8 1,19

30 0,79 1,4·10−4 1,86·10−8 0,92

40 0,75 1,4·10−4 2,07·10−8 0,56

50 0,67 1,5·10−4 2,38·10−8 −0,06

PiCA 2 −20 0,10 2,1·10−1 0,44 −29,58

−10 0,12 4·10−4 1,81·10−7 −7,97

0 0,62 1,95·10−4 5,13·10−8 −1,25

10 0,95 1,24·10−4 1,81·10−9 2,39

20 0,97 5,14·10−5 2,99·10−9 9,56

30 0,86 7,15·10−5 9,04·10−9 11,39

40 0,64 1,16·10−4 1,62·10−9 3,23

50 0,33 2,46·10−4 6,77·10−9 −4,11

FastICA 2 −20 0,07 2·10−1 0,2 −29,09

−10 0,11 5,4·10−4 3,08·10−7 −11,16

0 0,81 1,94·10−4 4,14·10−8 −1,94

(continued)



ECG Signal Denoising by Cross-Bispectrum Data Processing 595

Table 1. (continued)

Method Numbers of
channel

SNR raw,
dBW

R RMSE D SNR result,
dBW

10 0,93 1·10−4 1,24·10−8 4,27

20 0,90 1,1·10−4 1,25·10−8 2,95

30 0,96 1,1·10−4 1,52·10−8 4,27

40 0,94 1,2·10−4 1,72·10−8 4,35

50 0,98 6,04·10−5 6,85·10−9 10,65

Cross-B 2 −20 0,32 2,6·10−4 6,93·10−8 −4,81

−10 0,68 1,5·10−4 2,24·10−8 −0,11

0 0,91 7,55·10−5 5,74·10−9 5,83

10 0,95 5,60·10−5 3,30·10−9 8,56

20 0,96 5,18·10−5 2,84·10−9 9,19

30 0,97 4,70·10−5 2,37·10−9 10,16

40 0,95 6,13·10−5 4,11·10−9 8,09

50 0,94 6,69·10−5 4,66·10−9 6,99

best result was achieved for the proposed algorithm. It provides an average of 4 dBW
better SNR after filtering. For SNR = 50 dBW, the best results were achieved for the
FastICA algorithm. On average, it provides a better SNR value after filtering by 3.66
dBW. This result can be explained by the fact that the proposed algorithm introduces
more distortions into the initial signal than removes the interference.

4 Conclusion

Performance of novel cross-bispectral technique has been studied for the extraction of
an ECG signal in two-channel recordings in combined interference environment. The
results were compared with common methods of analysis of independent sources, such
as JADE, PiCA, FastICA. The results indicate that the proposed algorithmwith an initial
SNR of −20 dBW provides the best result and increases the SNR by an average of 22
dBW, although the output signal has considerable distortion, as demonstrated by the
Pearson correlation value of R = 0.32. In the SNR range from −10 to 10 dBW, the
proposed algorithm provides best noise suppression, increasing the SNR by an average
of 8.47 dBW. At SNR = 20 and 30 dBW, the best result was obtained for the PiCA
method, however, the proposed algorithm has smaller values of RMSE and variance,
which indicates a better preservation of the shape of the initial ECG signal, and the
difference in the initial value of SNR = 1.23 dBW.Within SNR = 40 dBW of the initial
SNR, the best result was achieved for the proposed algorithm. It provides an average of
4 dBW better SNR after filtering. For SNR = 50 dBW, the best results were achieved
for the FastICA algorithm. On average, it provides a better SNR after filtering by 3.66
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Fig. 6. ECG signal processing: A and B – the initial ECG signals in the first and second channel,
respectively; C, D – the result of the selection of independent sources by the JADE algorithm;
E, F – the results of selection of independent sources by the PiCA algorithm; G, H – the results
of the selection of independent sources by the FastICA algorithm; I – the results of ECG signal
selection using the proposed algorithm

dBW. This result can be explained by the fact that the proposed algorithm introduces
more distortions into the initial signal than removes the interference.

In the future, it is necessary to carry out additional studies on the performance of
the proposed method, as well as a comparison with other non-linear filtering methods,
in addition to independent component analysis methods.
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Abstract. Radio equipment is widely used in many spheres of industry and soci-
ety, including civil aviation. The main requirement for this equipment is stable
and reliable operation during intended use. Reliable properties can be achieved
due to the correct technical decisions during the design and use of modern and
reliable elemental base. The stage of operation is the longest in terms of time. At
this stage, the reliability is supported by the operation system. Issues of develop-
ment and modernization of operation systems are relevant, because it is necessary
to constantly take into account new achievements of science and new positive
advanced experience of operation system functioning. The issue of improving
the content, methods and technologies of methodological support for operation
systems is modern trend. Therefore, this paper considers the topical issues of
building a structural scheme for methodological support of operation, a structural
scheme of information exchange during the management of the efficiency during
radio equipment operation, and the interconnection of data processing algorithms
during the management of efficiency. In general, methodological issues are the
basis for solving specific problems and guaranteeing rational costs, material and
intellectual resources during the design and modernization of radio equipment
operation systems.

Keywords: Operation System · Design · Process Model · Data Processing
Algorithms · Decision-making

1 Introduction

1.1 Introduction to the Problem

It is known thatmethodological aspects are the basis for solving specific design problems
of creating a new product or modernizing an existing one [1, 2]. The tasks of method-
ological support are especially relevant now in Ukraine in the conditions of post-war
development, when something has been destroyed and something has stopped and is
not functioning. At the same time, it is possible to develop new technologies, tools, and
organizational solutions that were difficult to implement in the conditions of the pre-
war period. The content of the methodological support is very large in structure [3, 4]. It
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includes principles, approaches, theorems, axioms,methods and procedures for data pro-
cessing, decision-making, optimization, including taking into account new achievements
of science and technology in the field of artificial intelligence [5, 6]. Technologies for
managing operational processes are often associated with the use of a system approach
[7, 8]. According to the system approach, it is necessary to justify the structure, con-
tent, main elements, their relationships and description for the subject area under study
[9, 10]. In this case, the structure of the subject area includes government regulatory
authorities, research organizations, and production design enterprises [11]. They have
structure, resources, documentation, personnel, data processing and decision-making
technologies [12, 13].

It is very important to correctly formulate the goals of the structural elements and
determine ways to measure their achievement. Measuring the achievement of goals
is associated with efficiency indicator [14, 15]. Often, several alternative solutions to
a specific problem are created and the most effective is selected [16]. The tasks of
developing methodological support are multi-alternative and multi-criteria [17].

1.2 Motivation

Issues of ensuring the safety and regularity of flights of civil aviation aircraft are con-
stantly at the center of the attention of civil aviation workers, who are solving important
problems for the development of the state and society [18]. The reliability and efficiency
of using radio equipment have a direct impact on the solution of this problem [19].
Currently, with significant material costs for the operation of radio equipment, the value
of which significantly exceeds the initial cost of the equipment, there are cases of dis-
ruption of flight activities due to unreliable operation of the systems [20]. Therefore,
the problem of increasing the efficiency of using radio equipment while simultaneously
reducing the costs of their maintenance is relevant.

One of the main ways to solve this problem at the design and operation stage is the
use of advanced technological processes for servicing radio equipment using automated
systems for monitoring and managing the technical condition and operational processes
of the equipment [21]. The introduction of operation management systems will allow
realizing the main advantages of modern technologies for predictive and prescriptive
maintenance, thereby reducing operating costs, promptly detecting failures and carrying
out corrective actions [22]. The use of operation management system is a comprehensive
solution towards the implementation of the doctrine of data-based decision-making and
the use of intelligent technologies of Industry 4.0 [23].

Taking into account the above, it should be noted the need to develop a general-
ized methodological approach to the design of operation systems to achieve effective
management of the technical condition of radio equipment.

1.3 Contribution

The goal of this paper is to demonstrate the design features of radio equipment opera-
tion system. The developed diagram of the interconnection of methodological support
subsystems for operation can be used as a basis for creating new operation systems and
is an effective tool for synthesizing data processing algorithms to manage the efficiency
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of using equipment for its intended purpose in the theory of reliability and operation of
radio systems.

1.4 The Organization of the Paper

The paper consists of six sections. The Sect. 1 deals with background information. The
Sect. 2 considers the state-of-the-art. The Sect. 3 discusses the approaches to operation
systemmethodological support design. The Sect. 4 presents the data processing structure
to increase the operational efficiency. The last two sections discuss the conclusions and
future scope.

2 Literature Review

The main element of the operation system is the equipment that is used for its intended
purpose [24]. In civil aviation, to ensure regularity and safety of flights, such equip-
ment is radio equipment [25, 26]. This equipment includes communication systems,
telecommunications, surveillance, navigation, inspection equipment, access control,
video surveillance, security and fire alarms [27].

Radio equipment is complex in structure and requires highly qualified personnel to
operate it. This equipment is influenced by various random and organized factors, includ-
ing power supply stability, electromagnetic environment, human factor, degradation
processes of equipment circuit elements, and others [28, 29].

To ensure the efficient operation of radio equipment, a set of measures, algorithms,
decisions, and control actions are used, which are implemented in the operation system.
One of the ways to solve this problem is to have a checklist for inspecting the constituent
elements of methodological support and the compliance or non-compliance of their
provisions with specific technological operational processes [30].

The concept of methodological support includes:

– various kinds of decision-making schemes;
– algorithms for analyzing generalized technical and economic efficiency, which are

carried out by state regulatory authorities in the field of radio equipment operation,
design organizations and civil aviation operational enterprises;

– regulatory and administrative documents on the operation of radio equipment;
– various kinds of technological processes and specific technologies [9, 30].

In general, we can talk about methodological support system that has a specific
organizational structure and content for each element of this structure.

An analysis of the literature [5, 14] in the field of theory and practice of operating
complex systems shows that the issues of developing methodological support have not
yet obtained enough attention, although they are quite important in ensuring the effi-
ciency of operation systems of radio equipment for civil aviation. Therefore, this paper
is devoted to the issues of describing the structure of methodological support, including
data processing algorithms at the control level of radio equipment operational processes.
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3 Structure of Methodological Support for the Operation of Radio
Equipment

Let’s consider a variant of the structure of methodological support for the operation of
radio equipment.

A block diagram of the relationship between subsystems of methodological support
for the operation of radio equipment is shown in Fig. 1. There are several elements of
this subject area:

– state authority for regulating operation;
– a design organization that carries out developments for the operation of radio

equipment;
– technological system of operation for radio equipment;
– unit for collecting and processing technical and economic information;
– unit for management of the operational efficiency of radio equipment.

Fig. 1. The diagram of the relationship between subsystems of methodological support for the
operation of radio equipment.

We believe thatmethodological support solves severalmain problems. The first prob-
lem is related to the initial design of the operation system for airports under construction
or restoration. The second problem is related to improving operation systems for equip-
ment that has already been in operation for a certain time. In the first case, it is proposed
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to have MS1.1 to perform the task of searching for a primary design solution and MS1.2
to correct this solution if the theoretical result does not correspond to operational prac-
tice. In the second case, it is advisable to have MS2.1 to develop recommendations for
improving the operation system of radio equipment already in use and MS2.2 to correct
recommendations if they do not correspond to operational practice. In both cases, the
specified methodological support subsystems receive data from the unit in which, using
MS3, the collection and processing of technical and economic information from the
elements of the operation system is carried out.

To ensure current production activities, MS4 is used. This support includes technolo-
gies for using radio equipment for their intended purpose, technologies for maintenance,
repair, diagnostics, monitoring, control, commissioning, and others.

The radio equipment operation systemcontrol unit usingMS5 and based on data from
MS3 generates commands for elements of the operation system to ensure the required
efficiency. If management does not give the desired result, then the tasks of improving
a separate component of the operation system are solved.

In general, the methodological support system is quite complex, therefore we will
consider in detail only one of the subsystems associated with managing the operation of
radio equipment.

The efficiency management unit, as well as other elements of the organizational
structure of methodological support, must be specified by a description vector �A. Such
a vector at the design stage will make it possible to determine a functionally complete
set of elements that should be objects of synthesis of the technological system. At the
improvement stage, this vector will help solve the problem of selecting the most suitable
modernization objects to ensure efficient operation of the equipment.

An analysis of the literature has shown that one of the key elements of the efficiency
management unit is its methodological support MS5, which includes the technology
of the unit’s functioning or a set of algorithms for processing information and making
decisions on the choice of certain control actions.

Taking into account the generalized structure ofmethodological support, a scheme of
information exchange between efficiency management unit and elements of the subject
area can be constructed, which is shown in Fig. 2.

Figure 2 contains N organizational elements �E that are part of the radio equipment
operation system and perform the functions of the i-th subsystem TSi. The system TSi
services the flowof input requests

−→
Rin, so at the output we have a flowof serviced requests−−→

Rout . Vectors
−→
I1 and

−→
I2 carry information about the flow of requests

−→
Rin and

−−→
Rout . These

vectors include data on the number of requests, requirements for input requests
−→
Rin and

the actual quality of served requests
−−→
Rout . The vector

−→
I3 carries information about the

results of the functioning of the elements �E. Control actions and commands
−→
CA are

communicated to the elements �E to ensure the efficiency of the technological system
TSi.

The information collection and processing unit receives signals
−→
I1 ,

−→
I2 ,

−→
I3 and, after

analyzing input data, provides information
−→
I4 to the efficiency management unit where

a decision is made about the need for commands
−→
CA to the elements �E.
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Fig. 2. The scheme of information exchange between efficiency management unit and elements
of the subject area.

An analysis of the literature allows to conclude that the issues of managing the
efficiency of the radio equipment operation system at the level of a particular state
have not been resolved. Most of the questions are devoted to assessing the efficiency of
certain components of the operation of radio equipment. In this case, as a rule, integrated
technical and economic efficiency indicators �� are developed for maintenance systems,
repair systems, technical condition diagnostic systems, and others.

The parameters �� include the frequency of inspections to monitor the technical con-
dition of equipment, the amount of maintenance procedures, the probability of errors
of the first and second types, the veracity of control operations, and others. As a rule,
single-parameter models of radio equipment are used. Knowing the analytical expres-
sion for ��, we can solve the problem of managing the operational efficiency of radio
equipment.

Experience in solving similar problems for other application areas allows to conclude
that when developing the efficiency management unit, it is necessary to know:

– the purpose of the TSi functioning;

– efficiency criteria
−→
EC;

– models of vector
−→
I4 ;

– list of control actions or commands
−→
CA;

– a set of rules (algorithms) for selecting control actions or commands
−−→
Aalg .

The theory of automatic control states that the control system, like efficiency man-
agement unit,must have stability in control, have a certain speedwhen processing control
actions, have noise immunity and have a number of other performance indicators.

Analysis of information flow
−→
I4 in Fig. 2 indicates that the data are generally stochas-

tic, for example due to the randomness of radio equipment failures, the randomness of
the flow of requests for radio technical support for flights, the randomness of weather
conditions, and others.

Thus, the above algorithms
−−→
Aalg must process random data. Therefore, to solve the

problem of synthesis of algorithms it is necessary to use methods of probability the-
ory and mathematical statistics described in [31, 32]. The practice of solving synthesis
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problems in related applied areas shows that, along with classical approaches, heuris-
tic methods are often used, which are based on common engineering sense, operating
experience and intuition.

When justifying the list of algorithms and the set of control commands, we will
first of all proceed from the goals �G of the functioning of the technological system of
operation and the restrictions that must be met to achieve the goals. We will assume
that the restrictions are included in the set �G. According to ICAO regulatory documents
and documents relating to service of the radio equipment operation in Ukraine, we can
conclude that the main goal G1 of the operation system is to most fully satisfy the needs
of airspace users and civil aviation departments in radio-electronic flight support. We
will assume that themain goal is divided into two subgoals. The subgoalG1,1 is related to
the most complete satisfaction of the needs of airspace users in terms of radio-electronic
support for flights in the upper and lower airspace. The subgoal G1,2 is related to the
provision of communication services to support the steam production activities of civil
aviation enterprises. The goal G2 will be to ensure a level of flight safety in terms of
the influence of radio equipment that is no worse than required. The goal G3 will be to
ensure regularity of flights in terms of the influence of radio equipment no worse than
required. The goalG4 will be to comply with ICAO requirements and recommendations.
The goal G5 will be to ensure that operating costs are either minimal or do not exceed a
given threshold level. Goals G2, G3, G4 and G5 have a hierarchical subordination. The
goal G2 has the highest priority.

We assume that the strategy for managing the efficiency of the radio equipment
operation system is based on the following statements and assumptions:

1. The set of goals �G can be associated with corresponding parameters that make it
possible to quantify the degree of achievement of these goals: x1,1(t), x1,2(t), x2(t),
x3(t), x4(t) and x5(t).

2. To assess the efficiency of TSi from the point of view of achieving each goal, a
two-alternative classification of each signal is performed according to the principle:
“the j-th goal of the TSi has been achieved” or “the j-th goal of the TSi has not been
achieved”.

3. For an integral assessment of efficiency, three alternative classifications are used:
normal, satisfactory and unsatisfactory efficiency.

4. The integral assessment is performed at a given calendar observation interval.
5. The integral efficiency criterion is not exceeding the thresholds for the number of

decisions on satisfactory and unsatisfactory efficiency assessment.
6. Efficiency evaluation is carried out continuously.
7. If several control strategies satisfy the efficiency criterion, then the one with the

minimum operating costs is selected.

8. For assessment of TSi efficiency, a regulatory framework
−−→
H (0)
n is used, where n is

the quantity of goals.
9. In case of a decision about normal efficiency, the control system generates a

command to continue operation of the radio equipment.
10. In case of a decision about satisfactory efficiency, the control system forms a com-

mand to search for the reasons for such assessment and develop corrective actions
to eliminate these reasons.
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11. In case of a decision about unsatisfactory efficiency, similar procedures are
performed, but much faster.

12. If the possibilities in terms of controllability are exhausted, then the system is
improved using MS2.1.

4 Analysis of Data Processing Structure to Increase the Operational
Efficiency

Taking into account the accepted assumptions about the strategy for managing the effi-
ciency of the radio equipment operation system and Fig. 2, we will draw up a structural
diagram of information processing at the efficiency management unit. This diagram is
shown in Fig. 3 and includes generalized data processing operators (algorithms). We
believe that from the output of the unit for collecting and processing technical and eco-
nomic information, signals x1,1(t), x1,2(t), x2(t), x3(t), x4(t) and x5(t) are received that
quantitatively characterize the set of goals �G.

Fig. 3. The structural diagram of information processing at the efficiency management unit.

In Fig. 3 algorithms A1, A2, A3, A4, A5, A6 evaluate the efficiency of TSi operation.
The algorithm A1 is implemented as follows

y1,1(t) = A1
(
x1,1(t)

) =
{
1, ifx1,1(t) ≥ H (0)

1 ,

0, ifx1,1(t) < H (0)
1 ,

where H (0)
1 is threshold level for parameter x1,1(t).

For definiteness, we assume that if y1,1(t) = 1, then the goal G1,1 is achieved,
otherwise the goal G1,1 is not achieved. We assume that the algorithms A2, A3, A4, A5,
A6 work in a similar way.
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Algorithm A7 performs processing the signals y1,1(t), y1,2(t), y2(t), y3(t), y4(t) and
y5(t) to estimate integral efficiency. Signal u(t) = 1 corresponds to the decision about
normal efficiency. Signal u(t) can be equal to u(t) = 2 and u(t) = 3. Algorithm A7
is complex. The processing consists of two steps. The first step is associated with the
analysis of signals y2(t), y3(t), y4(t) and y5(t). Therefore, the initial assessment of
integral efficiency is implemented. This classification is three-alternative and forms
signal of three types v(t) = 1, v(t) = 2, and v(t) = 3. The algorithm A7 at the first step
is described by sub-algorithm A7,1. At the second step, signals y1,1(t) and y1,2(t) are
analyzed. The possible decisions for different signals values are shown in Table 1.

Table 1. The possible decisions for different signals values.

# y1,1(t) y1,2(t) y2(t) y3(t) y4(t) y5(t) u(t) Case

1 1 1 1 1 1 1 1 Normal

2 1 0 1 1 1 1 2 Satisfactory

3 1 1 1 1 1 0 2 Satisfactory

4 1 1 1 1 0 1 2 Satisfactory

5–32 All other possible combinations 3 Unsatisfactory

Algorithms A8 and A9 perform search for reasons of decision-making on signals
u(t) = 2 and u(t) = 3 formation.

Output signals of operators A8 and A9 are Q1(t) and Q2(t). These signals are vector
quantities, since TSi is the complex system, so there may be many reasons for the
deterioration of the technical condition of TSi. Techniques of technical diagnostics can
be applied during the synthesis of algorithms A8 and A9. Note that when searching
for reasons, it is advisable to use the method of decomposition of the subject area, for
example, based on the selection of the organizational structure of TSi, technological
processes, personnel, and others. However, it is necessary to have TSi model that would
allow tracking the relationship of parameters x1,1(t), x1,2(t), x2(t), x3(t), x4(t) and x5(t)
with the internal parameters of the system for the selected hierarchical level. That is,
this model should connect the goals of TSi operation with the reasons that ensure their
achievement. The relationship scheme of parameters with the internal parameters of the
system can also have the hierarchical structure.

The degree of detailing of the possible reasons for the insufficient efficiency of TSi
operation will depend on the available analytical and other types of correlations between
the parameters, the amount of statistical information, its veracity, and others.

It should be noted that the task of synthesis and analysis of certain subsystems TSi
and the entire efficiencymanagement unit is quite complex. For example, the insufficient
level of air navigation fees, a decrease in the number of serviced aircraft, an increase in
the level of operational costs may be the possible reasons for the insufficient efficiency
of TSi with respect to goal G5.

Algorithms F1, F2 and F3 are intended for the formation of control actions. These
algorithms are also composite. The algorithm F1 forms commands CA1 to continue TSi
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operation and performs the pre-planned scope of procedures. Control actions CA2 are
commands aimedat improving theTSi efficiency.Control actionsCA3 include commands
aimed at eliminating the causes that led to a significant loss of the TSi efficiency. During
control actions CA2,CA3 formation, it is necessary to apply the principle of priority, i.e.,
to implement such control influences that would ensure the efficiency of TSi operation,
taking into account the significance of the goals �G. If for the same element of TSi can
be defined several variants of influences, then the choice of the most rational variant
should be carried out taking into account some criterion of efficiency, which should for
example depend on time and cost factors.

5 Conclusions

Thepaper dealswith topical issues regarding the improvement ofmethodological support
for the operation of radio equipment. It is emphasized that methodological issues are
the basis for the effective solution of the problems of the subject area from the point of
view of rational expenditure of resources in the system covering three main hierarchical
levels: state authority, operational enterprises, design and construction institutions and
organizations. This paper considers the problem of building the structural scheme for
methodological support of operation, the structural scheme of information exchange
during the operation efficiency management, and the interconnection of data processing
algorithms during the management of radio equipment efficiency. The obtained results
will allow further development of methodological support for operation and are aimed
at providing the reliability of radio equipment operation under the conditions of rational
consumption of resources.

6 Future Scope

The further development and implementation of management decision support systems
will be realized using artificial intelligence methods, tools, and technologies. In order to
adopt and implement timely corrective and preventive actions, it is advisable to create
modern databases of statistical data (hubs), in which a variety of information is accu-
mulated for characterizing the conditions and main events for three defined levels (state
regulation, operational enterprises, research and design organizations).

Future research in terms of improving the methodical support for radio equipment
operation may also be related to the development of new technologies for statistical data
processing for the detecting events of changes in the trends of technical and economic
parameters, predicting the future trends, evaluating statistical parameters of trends, diag-
nosing possible causes of insufficient efficiency for the use of methodical support for
radio equipment operation system.
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Abstract. The paper aims to is the influence of environmental situations on the
systemic parameters of the protective coloration of animals. In this regard, ideally,
the diversity of disruptive protective coloration of animals should coincide in
space and time with the diversity of the values of colorimetric parameters of
Magalef’s model of succession. In the case of disruptive protective coloration
of an animal, the shortage of diversity can be compensated by the evenness of
values of colorimetric parameters. For Australian camels, the population and area
of which are increasing very quickly, it is shown that in this case the role of
diversity of disruptive protective coloration is more expressed. For kangaroos,
whose population and area are more stable, the role of the even-ness of coloration
is more expressed. Based on the comparative analysis of these two cases, an
approach to a remote determination of the state of stability of animal populations
is proposed. The proposed approach is new due to the use of correlations of
captured colorimetric parameters for deter-mining the role of the diversity and
evenness of disruptive protective coloration of animals. According to the results
of such analysis, the subsequent diagnosis of a stable or unstable population can
be performed. In connection with the meaning of obtained results, it can be about
aspects related to fundamental biology problems. At the same time, practical
applications of results are also possible for the development of distance (aerospace)
methods for registering the state of stability of animal populations.

Keywords: adaptive strategies · protective coloration of animals ·Margalef’s
model of succession · remote methods in ecology

1 Introduction

Global climatic changes are accompanied by deep changes in the environmental situation
inmany regions of our planet. These changes occur very quickly in significant spaces. it is
often about spaces of a hard-to-reach terrain. This creates problems for their registration
by traditional means. At the same time, these changes in the environmental situation
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can give rise to various threats of biosecurity. A significant part of these threats can
be associated with the violation of the animal population’s stability. We are talking
primarily about the violation of the stability of animal populations, which are real or
potential carriers of dangerous infections or natural reservoirs of their pathogens. It
should also be about animals—agricultural pests. Threats of biosecurity can appear in
connection with outbreaks of numbers and bulk migrations of such animals. Outbreaks
and migrations of animals are due to the change in factors stabilizing the populations of
these animals. Such a factormaybe, in particular, theweakening of external influence that
regulates the number of animal populations. For example, aweakening of the influence of
predators and competitors by reducing the number of their populations. This can also be a
consequence of the violation of stability of the population, which will be the result of the
change in the environmental situation. The threats of biosecurity associated with the risk
of epidemics and pandemics are often due to the violation of the stability of populations
of rodents and insects. Representatives of these groups of animals are often also pests
of agriculture. However serious threats of biosecurity can also arise in connection with
the violation of the stability of populations of other animals. A vivid example is the
outbreak of numbers and mass migration of camels in Australia. These animals were
delivered in Australia less than two centuries ago. During this short period, the number
of their population increased very significantly with the corresponding extension of the
area of distribution. During their mass migrations, Australian camels destroy, searching
the water, water supply, and sewage systems of small cities in deserted areas. As a result,
a serious threat of biosecurity of people arose in these cities.

The above is the relevance of the problem of expanding the arsenal of high-tech
methods for registering signs of violation of animal population stability. The speed of
global climatic changes and related changes in the environmental situation create some
extreme aspects of this problem. It is about the following. In this situation, there may not
be enough time for long-termobservations of the state of populations of certain species of
animals. It is about observations, the analysis of the results ofwhich allows you to register
the condition of animal populations with known traditional methods. In connection with
the time shortage, there is a need for other approaches. It is about approaches to use the
results of simultaneous observations of the state of the animal population for a rough
assessment of the state of their population and estimation of its stability. In works [1,
2], the role of diversity and evenness of colorimetric parameters (CPs) in the strategies
of performing protective coloration of animals (PCA) is described. The assumption that
these strategies is affected by the environmental situation is reasonable affecting the
stability of the animal population’s state.

This work aims to study the influence of the environmental situation on the popula-
tions’ PCA, the stability of which is significantly different. It is about the population of
Australian camels, which in less than two centuries expanded their habitat to a significant
part of the Australian continent accompanied by a corresponding increase in the popu-
lation and Australian kangaroos, whose number of populations and area of distribution
is much more stable than that of camels. An extreme factor of the current situation is
not only a shortage of time to collect information about the state of animal populations.
Such a factor may be the vastness of areas on which such information will need to be
collected. Quite often these areas may be hard-to-reach. This causes the need to use
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remote (aerospace) methods. In particular, drones may be involved. In this regard, now
those CPs are used, the values of which can be obtained by computer analysis of the RGB
color model of digital images of animals. It is about digital images that, in principle, can
be taken from a board of drones. This equipment is included in the standard supply of
relatively inexpensive and widespread drone models.

2 Review of Literary Sources and Problem Statement

This work is devoted to the problem of the influence of differences in the environmen-
tal situation on PCA. It is about the differences of systemic nature observed in PCA, in
which the stability of populations is significantly different. In particular due to the differ-
ence in the evolutionary history of forming these populations under certain conditions.
Particularly, it is about the conditions that determine the stability of areas of distribution
of the population. This stability can be relatively high like Australian kangaroos. Or
the environmental situation determines the constant expansion of the area similar to the
population of Australian camels.

Various aspects of animal coloration are currently an important subject of biological
and environmental research [3]. For the subject of this work, the interest of research is
represented by the influence on CPs of animals by changing their habitats [4, 5]. It can
be about the impact of changes in natural habitats in connection with climate change [4].
Also, it can be about the artificial factors of such impact, e.g., in conditions of aquaculture
[5]. The formation in the phylogenesis andontogenesis of PCAand the adaptive strategies
for its performance have quite complex systemic character. Mathematical modeling has
been developed and used in this area of biological and environmental research. On the
first side, we keep in mind works [6, 7] associated with direction developed by the
pioneering work of A. Turing [8]. In our paper, the method of correlation pleiades was
used [9, 10]. It is relatively simple and available for use by researchers who do not have
special training in mathematics and computer science. The results of the application of
approaches associated with this method enable in many cases to give an interpretation
of the systemic nature of many aspects of the behavior of biological objects [11, 12].
In this connection, this method was applied in works [13, 14], devoted to a very wide
range of zoological problems.

The aim of this work is the study of the adaptation of disruptive PCA described in
[15]. Its implementation requires a color blending of part of PCA stains into the back-
ground. The effect implementation disrupts a holistic visual perception of the contour
and silhouette of an animal. In this regard, PCA should have a certain degree of color
diversity, which should correspond to the color diversity of the background on which the
silhouette of an animal is observed. This diversity has to ensure the color blending of part
of the stains into the background. In a significant number of cases, the animal silhouette
will be seen on the plant background against the background of a plant community of
animal habitats. The dynamics in time of CPs values of many plant communities are
more or less satisfactorily described by the well-known [16] Margalef’s model of suc-
cession. In [17], the results of the mathematical modeling of dynamics of Margalef’s
model were obtained. In the model, we used CPs obtained by computer processing of
RGB color model of digital images of relatively simple phytocenosis. In present work,
the following CPs were used:
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• The parameter of Margalef’s model corresponding to the photo-synthetic productive-
ness of a plant community; this parameter corresponds to the value of G/(R + G +
B); the parameter ofMargalef’s model (“yellow-green index”) reflecting stability and
pigment diversity of a relatively simple plant community; this parameter corresponds
to the value of R/G;

• The parameter, reflecting the summary significance of the live and dead biomass of
the plant community (R + G)/(R + G + B);

• The parameter reflecting the meaning of the dead biomass of the plant community,
R(R + G + B).

For a long time, for the measurement of the spectral parameters of the earth’s sur-
face, researchers used methods of the remote assessment of the state of various plant
communities [18, 19]. The aforementioned CPs used in this work are rather colorimetric
than spectral parameters. Remote measurements carried out with their use will be quite
rough. The possibility of measuring such CPs using equipment that is included in a
standard supply kit of relatively inexpensive and widespread modifications of drones is
practically important.

In the paper, the aforementioned CPs are also considered as aspects of PCA perfor-
mance. In particular, in connection with the adaptation role of diversity and evenness
of PCA. Ideally, the colorful diversity of PCA has to be equal to the colorful diversity
of CPs observed in Margalef’s model. It is about diversity in time by the dynamics of
Margalef’s model. At the same time, it can be about the diversity of CPs of various sec-
tions of a plant community of animal habitats. In this regard, it is necessary to mention
the “rechronization” method described in [17]. It is based on a premise, according to
which different sections of the plant community in their dynamics are sequentially at the
same phases of Margalef’s model. But at the time of registration of CPs values of the
plant background, these sections can be at different phases. The use of rechronization
enables us to consider the diversity of values of a plant community both in time and in
space. We are talking about the plant community of animal habitats, which serves as a
background on which adaptive strategies for PCA are implemented. In particular, these
adaptive strategies are related to the diversity of CPs values. It has already been said that
the ideal strategy for the performance of PCA assumes its color diversity equal to the
color diversity of the plant background. It is about the diversity of plant background in
time and space, determined by the dynamics ofMargalef’s model of its plant community
in time and the distribution in space of different values of CPs taking into account the
effect described by rechronization method. But in real conditions, such a high value of
PCA color diversity often cannot be achieved. This is due to the case of the concept
of optimal diversity [20, 21], by which the level of diversity of biological systems can
be limited by a shortage of a resource. In our case, the role of such a resource plays
an angular size of the animal’s silhouette. This size is limited by an optimal number of
multi-colored spots in PCA. In [1, 2] was shown that the shortage of PCA diversity can
be compensated by its evenness. With some probability, such compensation will have a
different effect in the following two cases. It will have the best effect on animals, whose
population and area of distribution are relatively stable. For PCA of such animals, we can
expect more evenness in comparison with diversity. A less pronounced positive effect of
this compensation can be expected in animals whose population and area of distribution
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increase all the time with high speed. In PCA of such animals, it can be expected more
expressiveness of diversity in comparison with evenness. A very convenient indicator of
the evenness and diversity of PCA in this case is the correlation of the values of certain
CPs and a shift of its values in a positive or negative direction. The values of the standard
deviation of these CPs are also a convenient indicator of the diversity of PCA.

This work aims to find parameters that allow, based on the results of simultaneous
registration, to diagnose the state of stability of the animal population; it is about remote
registration: specifically with use of computer analysis of the RGB color model of digital
images.

To achieve this aim, it is supposed to solve the following problems:

• to findCPs,which correlations are different for PCAof animalswith different stability
of ecological conditions of performance of their populations;

• to determine systemic parameters in the structure of indicated correlations that enable
to determine the stability of the population of life it is about systemic parameters
related to the diversity and evenness of PCA.

3 Material and Methods

In the paper, we used the data of computer processing of free digital images of Australian
camels (Camelus Dromedarius) and kangaroos (Macropus Rufus). The values of CPs
mentioned in the previous section were obtained. Later, the Pearson correlation coeffi-
cient and standard deviation of specified CPs were calculated. A comparative analysis
of correlation pleiads was performed.

4 Results

During the implementation of this work, the obtained results enable us to solve the
research problem stated above. Specifically, to find the parameters of systemic character,
which are significantly different for animals PCA, the state of the population of which is
relatively stable, and for PCA, the state of the population was changed by the standards
of the evolutionary process.

In connection with the solution to the above problem, we investigated the system
parameters of PCA of Australian kangaroos (Macropus rufus), the formation of which
population took place in relatively stable conditions of theAustralian continent. Through
a long evolutionary process, this animal species has evolved over a relatively stable and
limited area of distribution. Due to its stability and relative limitation in size for a long
period of the evolutionary history of Macropus Rufus, this area has a relatively small
diversity of natural conditions. This, in particular, also determines the relatively small
diversity of CPs values of the KP present in PCA occupying this area of animal species.
Following the above, PCA of Australian kangaroos (Macropus rufus) is considered in
present work as a working standard of protective coloration of animals whose popula-
tion is in relatively stable conditions. This premise corresponds to a certain aspect of
the working hypothesis used in this paper. Following the specified aspect of PCA, a
relatively small diversity of CPs values should be observed in kangaroos. This relatively
small diversity can, with some degree of confidence, correspond to the shift in a certain
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direction of the values of correlations between the values of some CPs. Specifically,
the expressed tendency to a positive direction is observed. This consideration allows
one to add another aspect to the above working hypothesis. Following this, there is a
tendency to shift of correlations between the values of certain CPs in a positive direction
for kangaroos.

Along with this, in connection with the solution to this problem, the system param-
eters of the PCA of Australian one-humped camel-dromedarus (Camelus dromedarius)
were investigated. The process of the formation of a population of these animals took
an extremely short term of biological evolution. Unlike the case of kangaroos, camel-
dromedary existed in precarious spacial conditions. These conditions are sufficiently
different from the habitat conditions in which the processes of the evolutionary history
of this biological species took place. (As the existence, in which there was a domes-
tication of camel-dromedaries the process of formation by humans in East and North
Africa. It should be noted that the Australian population of camels was formed and is
not being formed in the process of domestication as a result of the reverse process of
becoming wild.) During the processes of introduction into the Australian desert wilder-
ness, populations of these animals have developed on an extremely unstable in size,
ever-increasing area of distribution. Due to its instability during the very short period of
Camelus dromedaries introduction to vast Australian deserts, this area has a significant
diversity of natural conditions. This, in particular, determines a significant diversity of
CPs values in PCA of animal species occupying this area. Following the above, PCA
of Australian camels (Camelus dromedarius) is considered in this work as a working
standard of protective coloration of animals whose population is in unstable conditions.
This premise corresponds to a certain aspect of theworking hypothesis used in this paper.
Following the above aspect, there should be a relatively high diversity of CPs values for
Australian camels’ PCA. With a certain degree of probability, this significant diversity
can correspond to the shift in a certain direction of correlations between the values of
some CPs. Specifically, the expressed tendency to a negative direction is observed. This
consideration allows you to add another aspect to the aboveworking hypothesis. Accord-
ing to this consideration, Australian camels’ PCA should tend to shift the correlations
between certain CPs in a negative direction.

By summing the foregoing, a working hypothesis can be put forward, according to
whichAustralian camels’ PCAhas greater diversity than kangaroos’ ones by certainCPs.
This greater diversity can be assessed directly. For example, by the values of standard
deviation of the values of specified CPs. Or indirectly, by a shift in a negative direction
of the correlation values between the CPs values. We note that, following the results of
[1, 2], the shortage of PCA diversity can be compensated by the evenness of CPs values.
The value of the correlation coefficient between CPs can also be used as ameasure of this
evenness.Greater evenness corresponds to a higher value of this coefficient. It is about the
above-mentioned CPs, reflecting, according to the results of [17], the parameters whose
values can be obtained by computer processing digital images. It is about parameters,
which change is observed in the dynamics of Margalef’s model. These dynamics form
the diversity of CPs in time and space of plant communities of areas of distribution of
animals. PCA should be adapted to this diversity using the value of its diversity and/or
evenness.
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In present work, results confirming the provisions of the above working hypothesis
have been obtained. They are represented in Tables 1 and 2.

Table 1. Standard deviationd of CPs of PCA of Australian kangaroos (Macropus rufus).

Colorimetric parameter Standard deviation

G/(R + G + B) 0.006

R/(R + G + B) 0.03

(R + G)/(R + G + B) 0.03

R/G 0.08

Table 2. Standard deviations of CPs of PCA of Australian camels (Camelus dromedarius).

Colorimetric parameter Standard deviation

G/(R + G + B) 0.037

R/(R + G + B) 0.074

(R + G)/(R + G + B) 0.06

R/G 0.86

In present work, we have found values for certain measures of diversity and evenness
of PCA in Australian camels and kangaroos. The sign of correlation coefficient between
the values of certain CPs was used as a measure indirectly characterizing the diversity
of PCA. It is about the sign of statistically significant value (p< 0.05) of correlations of
these CPs.

Statistically significant (p < 0.05) negative values of correlation between R/G and
G/(R+G+B) are present in correlation pleiads for digital photos of Australian camels.
This is consistent with the fact that PCA of these animals is characterized by a greater
diversity of combinations of R/G and G/(R + G + B) values and possibly a greater
diversity of R/G. This corresponds to a lower stability of their area and their population
whose number over less than two centuries has increased significantly. At the same time,
the expansion of the area of distribution should inevitably be accompanied by an increase
in the diversity of habitat conditions of Australian camels. The diversity of CPs values of
plant communities also increases. Note that it is about CPs of the background, at which
adaptive strategies for PCA camels are implemented.

Correlation pleiads built on digital images of kangaroos’ PCA, the other systemic
effects are observed. Specifically, statistically significant (p< 0.05) positive correlations
between values R/G and G/(R + G + B) are observed. There are certain grounds to
assume that this may correspond to a lesser diversity of combinations of R/G and G/(R
+ G + B) values, in particular, due to a lesser diversity of R/G value. The further
comparison of the values of standard deviation of the R/G value obtained for populations
of Australian camels and kangaroos, confirms this assumption. It should also be noted
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that the value of correlations betweenR/G andG/(R+G+B) observed in PCAof camels
is closer than that of kangaroos observed in Margalef’s model. This can be considered
as an adaptation to the relatively high diversity of CPs values Margalef’s model. This
is not so important for kangaroos, whose area and population are more stable than that
of camels. The correlation between R/G and (G + R)/(R + G + B) values is not so
noticeably different in pleiads built for Australian camels and kangaroos. In both of
these cases, correlations are statistically significant (p < 0.05) and positive.

The Pearson correlation coefficient between G/(R + G + B) and R/(R + G + B)
was used as a measure of the evenness of PCA. A comparative analysis of such a PCA
indicator of Australian camels and kangaroos results in the following. It is negative and
statistically significant (p < 0.05) for P of Australian camels. Such values of specified
correlation correspond to a relatively poorly expressed degree of evenness of red and
green components of PCA. For kangaroos’ PCA, this correlation is positive and statis-
tically significant (p < 0.05). This can be interpreted as an indicator of a higher degree
of evenness of PCA red and green components.

From the point of view of our study, the following should also be noted. PCA’s digital
photos of camels are bored with relevant high values of standard deviation of R/G of
PCA. For correlation pleiads, values of standard deviation are about ten times smaller
for correlations of digital images of kangaroos’ PCA.

Thus, approaches based on the analysis using the correlation, evenness, and diversity
of red and green components of PCA enable possibilities to distinguish systemic colori-
metric parameters, which makes it possible to diagnose the stable and unstable state of
animal populations. Thus, the aim of this work has been achieved. To achieve this aim,
in order to solve the problems of this work, correlations are indicated between the values
of certain CPs and the values of these correlations, which can be considered as markers
of the stable and unstable state of the animals’ population. These approaches have some
significance from the point of view of theoretical biology. At the same time, they create
prerequisites for the development of remote methods for such diagnostics. That can help
to solve the practical problems of elimination of some threats of biosecurity.

5 Discussion

The results obtained during the implementation of this work make it possible to give
a certain interest in interpreting the role of diversity and evenness in the performance
of PCA, the populations of which are in relatively stable or unstable conditions. At the
same time, the evenness of PCA is interpreted as a parameter that compensates for the
shortage of its diversity. The first, PCA of kangaroos, whose population is in relatively
stable conditions, enables the adaptation value of such compensation. It is proposed to
use the values of correlations of some CPs as markers of the diversity and evenness of
PCA. It is about CPs having analogies with the dynamics of Margalef’s model. These
markers can be used to diagnose the state of stability of animal populations. It is about
markers registered remotely and with the use of computer processing digital images.
Such markers were found as a result of the comparative analysis performed. CPs, the
nature of correlations betweenwhichmay play the role of indicatedmarkers, were found.
The system parameters are determined in the structure of these correlations, the values
of which allow one to distinguish stable states of animal populations from unstable ones.
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Thus, the aim of this study has been achieved.

6 Conclusions

The results of this work, according to the authors, are purely preliminary. They were
obtained based on the analysis of systemic parameters of digital images of animals,
the stability of the populations of which differs significantly (Australian camels and
kangaroos). The results obtained create certain prerequisites for the development of
approaches to studying the influence of change in the environmental situation on PCA on
wider zoological data. In particular, influences associated with global climatic changes
may be studied. From the point of view of fundamental biology, the results obtained
are of some interest. This interest is determined by the creation of prerequisites for
expanding the arsenal of modern methods of studying adaptive strategies for PCA with
use of mathematical models and computer science. At the same time, it can be about
the applied importance of these results. Specifically, we can talk about finding specific
systemic colorimetric parameters of PCA. Due to the increase in availability of relatively
cheap drones, they can be used in automatic and automated remote registration systems of
animal populations’ stability. In particular, these systems can be used for the elimination
of threats of biosecurity arising in connection with violation of this stability. This should
include, in particular, the threats, risks of which have increased significantly in the
context of global climate change.

Taking into account the aforementioned issues, the conclusion about a certain
theoretical and applied interest of these is fairly reasonable.
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Abstract. This study addresses the challenge of mitigating additive spatially cor-
related noise in images. Our proposed solution involves breaking down the image
into frequency sub-bands and individually reducing noise in each segment. By
doing so, the noise spectrum within each sub-band becomes more uniform com-
pared to the entire image, enabling the effective use of a neural network originally
designed for reducing additive white Gaussian noise. This segmented approach
enhances the method’s flexibility and adaptability, particularly in handling noise
with varying levels of horizontal and vertical correlation. We also investigated the
enhancement of noise suppression efficiency through preliminary equalization of
noise levels across different frequency sub-bands. Comparative analyses reveal
that our method achieves state-of-the-art peak signal-to-noise ratios in processed
images, effectively handling both white and spatially correlated Gaussian noise.

Keywords: image denoising · spatially correlated noise · convolutional neural
networks

1 Introduction

Noise suppression remains a longstanding challenge in digital image processing [1].
As digital camera technology continues to evolve, with heightened demands for high-
quality low-light photography, coupled with increased sensor resolutions achieved
through reduced pixel sizes, the imperative for effective noise suppression has become
increasingly critical [2–5].

In the present study, we address the challenge of restoring an original, noise-free
image x from its noisy representation y = x+n⊗k, where the image degradation involves
an additivewhiteGaussian noise (AWGN) denoted byn, with a standard deviationσ . The
operation⊗k signifies a two-dimensional convolutionwith a blur kernel k. Consequently,
the image x is degraded by additive spatially correlated Gaussian noise (ASCGN), which
is a result of the convolution n ⊗ k.

The occurrence of ASCGN can be observed in various stages of image handling,
including acquisition and processing phases. Common examples include digital zoom-
ing, image super-resolution, residual noise following incomplete noise elimination,
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applying geometrical transforms to noisy images, rendering of 3D scenes, demosaicing,
and the compression of noisy images in a lossy format. In the context of this research,
for ease of noise modeling, we assume k to be a rotationally symmetric Gaussian low-
pass filter, characterized by a standard deviation σ k . Within this framework, the noise
intensity is indicated by the σ value, while σ k value depicts the extent of correlation
among the noise values in adjacent pixels of the image.

While the removal of AWGN and the estimation of its variance [6–9] have been
extensively explored, the challenges presented by ASCGN are inherently more complex
[2, 10–12]. The presence of correlation between noise in neighboring image pixels
greatly complicates the separation of the image into information and noise components.

To effectively suppress correlated noise, it’s essential to accurately estimate its spec-
trum and develop robust algorithms for its reduction. However, this task is challenging
due to the diverse range of spatially correlated noise parameters and the additional
distortions that are often present in practical scenarios [11, 12].

While there are numerous effective denoising neural networks intended for AWGN
removing, such as DRUNet [3] and Restormer [4], adapting these methods for
suppressing ASCGN is a crucial task.

Additionally, there are blind denoising methods, such as VDNet [4, 13], which could
potentially be used for ASCGN removal. However, these methods require training with
a specific noise spectrum, which is not known in advance. This limitation significantly
restricts their effectiveness in dealing with ASCGN.

In this paper, we introduce a novel and adaptable approach for ASCGN removal. Our
method involves splitting an image into frequency sub-bands, followed by sequential
noise reduction within these components. We explore various strategies for denoising
these frequency sub-bands and methods for initially whitening the noise in the image
before processing.

Section 2 details our rationale for selectingDRUNet as the primary noise suppression
tool in our method. In Sect. 3, we describe our proposed denoising scheme and examine
its quasi-optimal parameters. Section 4 presents a numerical analysis, comparing the
effectiveness of our proposed scheme against current state-of-the-art methods.

2 Choosing an Effective Method for AWGN Suppression

In our proposed technique, we require a method for suppressing AWGN that remains
effective even when the noise characteristics, especially its spectrum, slightly devi-
ate from AWGN. Deep learning networks, like Restormer [4], are currently leading
in AWGN suppression effectiveness. However, many of these networks are trained for
very specific scenarios. Restormer, for instance, achieves optimal noise reduction when
trained for a particular standard deviation of AWGN. This specificity makes it less
effective when faced with noise characteristics that slightly differ from AWGN.

In contrast, the DRUNet [3] network is designed for flexibility. It can process images
with a map indicating varying standard deviations of noise for each pixel. This feature
makes DRUNet more adaptable to variations in noise characteristics.

To evaluate these networks in practical scenarios, we conducted a comparative anal-
ysis using DRUNet and Restormer. We considered two situations: AWGN with a stan-
dard deviation σ = 15, and ASCGN with σ = 15 and a correlation factor σ k = 0.5.
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Here, σ k = 0.5 represents a relatively low level of spatial noise correlation, where an
AWGN-oriented method might still perform well.

The comparison, based on the performance of both methods across 300 images from
the Tampere17 dataset [6] for both noise types, is presented in Table 1.

Table 1. Effectiveness of noise reduction by DRUNet and Restormer, PSNR, dB

Noise type Noisy DRUNet Restormer,
pre-trained for σ = 15

Restormer,
pre-trained for blind
denoising

AWGN, σ = 15 24.7 31.4 31.4 30.6

ASCGN, σ = 15, σ k =
0.5

24.7 29.6 27.4 25.8

From our analysis, it’s evident that for AWGN, both DRUNet and Restormer (when
pre-trained forσ = 15) exhibit roughly equivalent noise suppression efficiency.However,
the scenario changes with ASCGN. In this case, the performance of Restormer, whether
pre-trained for σ = 15 or for blind denoising, significantly decreases, whereas DRUNet
maintains a markedly better, on 2 dB, performance level.

This difference is clearly demonstrated in Fig. 1, where we processed an image
from the Tampere17 set distorted by ASCGN. The figure shows that after processing
with DRUNet, some residual noise remains visible in uniform areas like the sky, but
its overall level is substantially reduced. On the other hand, the image processed with
Restormer exhibits almost no reduction in visible noise, providing PSNRby 5 dB smaller
than DRUNet.

Given the focus of this paper on robustness against ASCGN, we have decided to
utilize the DRUNet network as the foundation for our proposed method.

3 Proposed Denoising Scheme

Our proposed method involves dividing the image into frequency sub-bands, where the
noise characteristics more closely resemble AWGN, as illustrated in Fig. 2.

To streamline our analysis, we employ a 2x2 Haar transform, splitting the image into
four distinct frequency sub-bands: low frequencies LL, high frequencies in the vertical
and low frequencies in the horizontal direction HL, low frequencies in the vertical and
high frequencies in the horizontal direction LH, and high frequencies HH.

One key benefit of using this transformation is that it does not introduce nonlinear
distortions into the image, thereby preserving the original noise distribution parameters.
However, a limitation is the relatively coarse segmentation of the image’s frequency
components.

In cases of correlated noise with high σ k values, the LL sub-band, which essentially
represents a downscaled version of the original image, can be further subdivided into
four additional subranges. For the sake of simplicity in our study, we will operate under
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Reference image Noisy image, ASCGN, σ=15, σk=0.5, 
PSNR=24.7 dB 

DRUNet, PSNR=33.6 dB Restormer, PSNR=28.2 dB 

Fig. 1. Example of image t062 of Tampere17 set, distorted by ASCGN, and its denoising by
DRUNet and Restormer, pre-trained for suppression of AWGN

2x2 Haar 
transform

LL LH

HL HH

Fig. 2. Illustration for dividing an image on sub-bands, which is used in the paper

the assumption that the standard deviations of noise in each frequency sub-band (σ LL,
σHL , σ LH , and σHH ) are either known a priori or estimated using one of the existing
methods for blind noise level assessment in images [6–9].

We then apply the DRUNet network [3] to individually suppress noise in each of
these frequency sub-bands.
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The process begins by targeting the lowest frequency components and progresses
towards the highest frequencies. In the noise suppression stage for high-frequency com-
ponents, we construct an image comprising the high frequencies (still affected by noise)
and the low frequencies that have already been processed. This approach aids DRUNet
in more effectively analyzing and processing the high-frequency components.

DRUNet is versatile across a range of noise parameters, but it achieves optimal
performance with AWGN. Therefore, while processing each frequency sub-band, we
aim to temporarily equalize the noise level in the lower frequency sub-bands tomatch the
noise level in the sub-band currently being addressed. This step ensures more consistent
noise characteristics across the frequency spectrum, enhancing DRUNet’s efficiency.

Upon completing the noise reduction in each individual frequency sub-band, we
reconstruct the final image by aggregating the processed frequency sub-bands. This
reconstruction is achieved using an inverse Haar transform, resulting in a composite
image where noise has been effectively reduced across all frequencies.

3.1 Processing of Low Frequency Sub-band

Let us explore four different approaches for noise suppression in the low-frequency
sub-band LL of a given image, denoted as I.

Scheme SLL1. Given that the LL sub-band essentially represents a downscaled version
of the original image I, we can treat and process it independently. In this scheme, the LL
sub-band is processed using the DRUNet network, with σ LL (the standard deviation of
noise in the LL sub-band) as the input parameter of DRUNet:

LLn = DRUNET(LL, σLL), (1)

where DRUNET(X,Y) is output of DRUNet network with input image X and input noise
level Y.

Scheme SLL2. In this approach, instead of focusing solely on the low-frequency sub-
band, the entire image I is processed through the DRUNet network. Here, the input
parameter for noise level is σ I , which represents the overall noise level of the entire
image:

LLn = HaarLL(DRUNET(I , σI )), (2)

where HaarLL(X) is frequency sub-band LL of the 2D array X.

Scheme SLL3. In cases of spatially correlated noise, the standard deviation of noise
in the LL sub-band σ LL is typically higher than in the LH, HL, and HH sub-bands. To
address this, we can artificially increase the noise levels in the LH, HL, and HH sub-
bands, making their noise standard deviations (σ LH , σHL, and σHH) equal to that of σ LL.
After this adjustment, we process the modified image, which we’ll call Ian, using the
DRUNet network with the noise level set to σ LL . This method aims to create a uniform
noise level across all sub-bands, potentially enhancing the effectiveness of the noise
reduction process:

LLn = HaarLL(DRUNET(Ian, σLL)). (3)
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Scheme SLL4. Entire image I is processed by the DRUNet network. Here, the input
parameter for noise level is σ LL, which represents the noise level in the LL sub-band:

LLn = HaarLL(DRUNET(I , σLL)) (4)

Table 2 presents the results from a comparative analysis of the aforementioned noise
suppression schemes. This analysis was conducted on 300 images from the Tampere17
dataset, each distorted by ASCGN with parameters σ = 15 and σ k = 0.5.

Table 2. Effectiveness of different schemes of LL sub-band denoising, PSNR, dB

Noise type Noisy SLL1 SLL2 SLL3 SLL4

ASCGN, σ = 15, σ k = 0.5 22.7 27.1 26.4 27.1 27.2

From these results, it’s evident that Scheme SLL2, which uses the overall noise level
of the image (σ I , noted to be lower than σ LL) as the input parameter for the DRUNet
network, yields significantly poorer noise suppression compared to the other methods.
Meanwhile, Scheme SLL4 demonstrates a marginal improvement, outperforming both
SLL1 and SLL3 by approximately 0.1 dB in terms of PSNR.

3.2 Processing of Medium Frequency Sub-band

Let’s examine four potential approaches for reducing noise in the mid-frequency sub-
band LH of a given image I. The same methods will also be applied to theHL sub-band.

Scheme SLH1. This strategy involves processing the entire image I using the DRUNet
network. Here, the noise level parameter set for the network is σ I , representing the
overall noise level across the entire image:

LHn = HaarLH(DRUNET(I , σI )), (5)

where HaarLH(X) is frequency sub-band LH of the 2D array X.

Scheme SLH2. Entire image I is processed by the DRUNet network with the input
parameter for noise level equal to σ LH :

LHn = HaarLH(DRUNET(I , σLH )). (6)

Scheme SLH3. In this method, we substitute the low-frequency LL component of the
image I with its processed counterpart, denoted as LLn. Then, we process the result-
ing image, which we’ll refer to as IL , through the DRUNet network. The noise level
parameter for this processing is set to σ LH , specifically targeting the noise characteris-
tics of the LH sub-band. This approach focuses on refining the image by integrating the
already processed low-frequency component with the mid-frequency components for
more effective noise reduction.

LHn = HaarLH(DRUNET(IL, σLH )). (7)
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Scheme SLH4. This approach involves a more complex manipulation of the low-
frequency LL component. First, we estimate the residual noise level, σ LLR, in the pro-
cessed low-frequency component LLn. We then reintroduce a portion of the suppressed
noise back into LLn to match its noise level with that of the LH sub-band:

LLm = LLn + (
LL − LLn

)(
σ 2
LH−σ 2

LLR

)0.5
/
(
σ 2
LL−σ 2

LLR

)0.5
. (8)

In this formula, LLm represents the modified low-frequency component. Next, we
replace the original low-frequency LL component in image I with this adjusted com-
ponent LLm. The resulting image, now denoted as IM , is processed using the DRUNet
network with the noise level set to σ LH . This method aims to harmonize the noise lev-
els between the low and mid-frequency components, potentially enhancing the overall
effectiveness of noise reduction:

LHn = HaarLH
(
DRUNET

(
IM , σLH

))
. (9)

Table 3 presents a comparison of the results for the different noise suppression
schemes applied to 300 images from the Tampere17 set, each distorted by ASCGN with
parameters σ = 15 and σ k = 0.5.

Table 3. Effectiveness of different schemes of LH and HL sub-bands denoising, PSNR, dB

Noise type Noisy SLH1 SLH2 SLH3 SLH4

ASCGN, σ = 15, σ k = 0.5 25.0 30.7 30.7 31.0 31.1

From this comparison, it’s observed that the noise equalization technique used in
Scheme SLH4 results in a slightly improved PSNR. Specifically, SLH4 achieves a
PSNR that is 0.1 dB higher than that of SLH3, indicating a marginal yet measurable
enhancement in noise suppression effectiveness.

3.3 Processing of High Frequency Sub-band

Let’s explore four potential strategies for mitigating noise in the high-frequency HH
sub-band of a specific image I.

Scheme SHH1. This approach entails processing the entire image I through the
DRUNet network. The noise level parameter set for the network in this case is σ I ,
which represents the overall noise level of the image:

HHn = HaarHH(DRUNET(I , σI )), (10)

where HaarHH(X) is frequency sub-band HH of the 2D array X.

Scheme SHH2. Entire image I is processed by the DRUNet network with the input
parameter for noise level equal to σHH :

HHn = HaarHH(DRUNet(I , σHH )). (11)
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Scheme SHH3. In this method, we replace both the low-frequency and mid-frequency
components of the image I with their processed versions, LLn, HLn, and LHn. Once
these components are substituted, the resulting composite image, which we’ll call IL,
is processed through the DRUNet network. For this processing, the noise level is set
to σHH , aligning with the noise characteristics of the HH (high-frequency) sub-band.
This approach aims to integrate the refined low and mid-frequency components with the
high-frequency component for a more effective overall noise reduction:

HHn = HaarHH(DRUNet(IL, σHH )). (12)

Scheme SHH4. In this approach, we use Eq. (8) to equalize the residual noise levels
in the processed components LLn, LHn, and HLn to match σHH , the noise level of
the high-frequency HH sub-band. After adjusting these components, we combine them
with the unprocessed HH component to create a new image, which we will refer to
as IT . Once formed, this IT image is processed through the DRUNet network, with
the noise level parameter set to σHH . This method is designed to harmonize the noise
characteristics across all frequency components before the final noise reduction step,
potentially improving the effectiveness of the overall noise suppression:

HHn = HaarHH
(
DRUNet

(
IT , σHH

))
. (13)

Table 4 presents the outcomes from comparing the different noise suppression
schemes applied to 300 images from the Tampere17 set. These images were distorted
by ASCGN with parameters σ = 15 and σ k = 0.5.

Table 4. Effectiveness of different schemes of HH sub-band denoising, PSNR, dB

Noise type Noisy SHH1 SHH2 SHH3 SHH4

ASCGN, σ = 15, σ k = 0.5 27.3 33.3 33.2 32.9 33.5

The data reveals that within this specific high-frequency range, the Scheme SHH4,
which involves equalizing the noise level across the different frequency components,
demonstrates the best performance. This indicates that the noise level equalization
strategy used in SHH4 is particularly effective for this set of images and noise conditions.

4 Numerical Analysis

The previous section demonstrated that the most effective way to use the DRUNet
network for suppressing ASCGN is through sequential noise reduction in the frequency
sub-bands LL, HL, LH, and HH. This is achieved by employing the denoising schemes
SLL4, SLH4, and SHH4, respectively. Notably, SLH4 and SHH4 incorporate noise level
equalization across the image’s frequency sub-ranges. For convenience, we will refer to
this combined approach as DRUNet + Haar.
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Next, we will compare the effectiveness of our DRUNet + Haar method against
several other techniques: the standard application of the DRUNet network using an
average image noise level [11], the Restormer network [4], and state-of-the-art methods
forASCGNsuppression, namelyDRUNET+NLNET+M2[11] andNSPNet+GDNet
[12].

The results of this comparative analysis, conducted on 300 images from the
Tampere17 set, are summarized in Table 5.

Table 5. Effectiveness of noise reduction by compared methods, PSNR, dB

Noise type Noisy DRUNet Restormer NSPNet
+ GDNet

DRUNet
+ NLNet + M2

Proposed
scheme
DRUNet +
Haar

AWGN, σ =
15

24.7 31.4 31.4 30.8 30.5 31.4

ASCGN, σ =
15, σ k = 0.5

24.7 29.6 27.4 29.9 29.8 30.1

The data clearly indicates that our DRUNet + Haar denoising approach not only
outperforms the standard use of DRUNet by 0.5 dB in suppressing ASCGN but also
surpasses the two state-of-the-art methods evaluated, DRUNet + NLNet + M2 and
NSPNet + GDNet.

Additionally, the DRUNet + Haar method demonstrates a performance in suppress-
ing AWGN that is on par with both DRUNet and Restormer. This underscores the
versatility of DRUNet + Haar, positioning it as a universal solution effective for both
ASCGN and AWGN suppression.

The effectiveness of ASCGN reduction using these methods is visually represented
in Fig. 3. This figure features a comparison based on the denoising of an image from the
Tampere17 set, illustrating the practical impact of these techniques.

It is clear that for DRUNet and especially for Restormer there is visible residual
noise on the denoised image.

One can see also, that NSPNet + GDNet and DRUNet + NLNet + M2 produce
oversmoothed images with removed of most low contrast high frequency details.

At the same time, the proposed DRUNet + Haar not only provides the best PSNR
value of denoised image, but better preserves fine details and low contrast textures,
providing best visual quality among compared methods.
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Noisy, ASCGN, σ=15, 
σk=0.5, PSNR=24.6 dB 

DRUNet, σ=15, PSNR=32.9 
dB 

Restormer, PSNR=27.9 dB 

NSPNet + GDNet, 
PSNR=35.1 dB 

DRUNet + NLNet + M2, 
PSNR=35.0 dB  

Proposed scheme 
DRUNet+Haar, 
PSNR=35.3 dB 

Fig. 3. Example of image t095 of Tampere17 set, denoised by compared methods

5 Conclusions

This paper introduces a novel and straightforwardDRUNet-Haar scheme for suppressing
ASCGN,utilizing sequential noise reduction across the frequency sub-bands of an image.
The scheme offers a versatile solution for noise suppression across various spectral
types, including noise with differing horizontal and vertical correlations. This versatility
eliminates the need for numerous specialized denoising neural networks, as one efficient
DRUNet network trained for AWGN suffices.

Our findings demonstrate that the combination of DRUNet with the proposed noise
level equalization technique, dubbed DRUNet + Haar, achieves superior ASCGN sup-
pression compared to other examined methods. Importantly, DRUNet+Haar maintains
the original AWGN suppression efficiency characteristic of the DRUNet network.

Additionally, DRUNet+Haar has shown a better capability in preserving fine details
and textures in images than other state-of-the-art ASCGN suppression methods. How-
ever, it’s important to note that the effectiveness of this scheme depends on either a
priori knowledge or accurate estimation of noise levels in the image’s frequency sub-
bands. This underscores the importance of developing reliable methods for such blind
estimation of noise spectra.

The efficacy of DRUNet + Haar largely relies on the robustness of the DRUNet net-
work against deviations between the noise characteristics and standard AWGN param-
eters. Thus, employing even more robust networks in place of DRUNet or optimizing
DRUNet specifically for this task could further enhance ASCGN suppression.
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Moreover, exploring different transformations beyond the Haar transform for divid-
ing the image into frequency sub-bands may potentially lead to even greater efficiency
in noise suppression.
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